Math Stat, solutions to HW3

Practice problems:

1. I. MLE. The likelihood function is

which has logarithm

log L(n) = nlog (\/12_7T> - ;Enj(Xj — )’
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which we differentiate and set equal to 0:
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which gives the MLE [i = X.

II. MOME. As p = my, we get the MOME i =m; = X.

2. I. MLE. The likelihood function is
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which has logarithm
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which we differentiate and set equal to 0:



which gives the MLE

II. MOME. As 0 = \/my — m? = \/ms, we the the MOME
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Turn-in problems

1(a) I. MLE. The likelihood function is

L(a) = [[ aXpe ™% = a" [] Xpe 2kt X072
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which has logarithm

log L(a) = nloga + log([ | X&) — 2 > X?
k=1 23
which has derivative
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and setting this equal to 0 gives the MLE
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II. MOME. The first moment is



which gives

which gives the MOME
T o
om:  2X2
(b) We have n =5, X = 0.64, and >°}_, X7 = 2.92 which gives the MLE
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and the MOME
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Note that although the MLE and the MOME look quite different, their val-

ues are in reasonable agreement for our observed sample. In this case, the

sample was simulated with a true value of @ = 2 so both estimators are a bit

off, but the sample is small so this is not unusual.

2. The pdf is

(120 it —6<z<0
fola) = { 0 otherwise

which gives the likelihood function

L[ 120" if —0< all the X, <
L(o) = { 0 otherwise

Consider the ordered sample X(;) < Xy < ... < X(,). As the likelihood
function is positive if and only if

—0 < all the X, <6

which is the same as



<X <X <..< Xy <0
which is the same as
0 Z —X(l) and 6 Z X(n)
which is the same as
0 > max(—Xq), X(n)
we get the MLE

é\ = maX(—X(l), X(n))

Note that we may have both X1y and X,) negative, or both positive, or Xy
negative and X,y positive.



