In this paper we develop several mathematical models of Allee effects. We start by defining the Allee effect as a phenomenon in which individual fitness increases with increasing density. Based on this biological assumption, we develop several fitness functions that produce corresponding models with Allee effects. In particular, a rational fitness function yields a new mathematical model that is our focus of study. Then we study the dynamics of 2-periodic systems with Allee effects and show the existence of an asymptotically stable 2-periodic carrying capacity.
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1. **Introduction**

In the last decade, there has been a renewed interest in a biological phenomenon called the Allee effect. A biology book [4] just appeared that is solely dedicated to study this phenomenon and hundreds of papers dealing with the Allee effect were cited in this book. Surprisingly, the literature on mathematical modeling of the Allee effect is lagging behind. For the convenience of the reader we cite some of the recent mathematical papers on modeling the Allee effect: [5], [15], [18], [21], [24], [25].

But what is the Allee effect? The Allee effect is a phenomenon in population dynamics attributed to the biologist Warder Clyde Allee [1,2]. Allee proposed that the per capita birth rate declines at low population densities. Under such scenario, a population at low densities may slide into extinction. Allee found that the highest per capita growth rates of the population of the flour beetles, Tribolium confusum, were at intermediate densities. Moreover, when fewer mates were available, the females produced fewer eggs, a rather unexpected outcome. Allee did not provide a definite and precise definition of this new notion. Stephens, Sutherland, and Freckleton [22] defined the Allee effect as "a positive relationship between any component of individual fitness and either numbers or density of conspecifics." In classical dynamics, we have a negative density dependence, that is, fitness decreases with increasing density. The Allee effect, however, produces a positive density dependence, that is, fitness increases with increasing density.

The instability of the lower equilibrium (Allee threshold) [4] means that natural populations subject to a demographic Allee effect are unlikely to persist in the range of population sizes where the effect is manifest. Another issue that may cause some confusion in the use of the term Allee effect whether the phenomenon is caused by low population sizes or by low population densities. Though for field ecologists, a drop in number will be inseparable from a corresponding reduction in density. Allee himself considered both types of Allee effect and observed the Allee effect caused by reduction in the number of mice, and the Allee effect caused by the reduction in density of flour beetles, Tribolium confusum [1]. In [23], Stephens and Sutherland described several scenarios that cause the Allee effect in both animals and plants. For
example, cod and many freshwater fish species have high juvenile mortality when there are fewer adults. While fewer red sea urchin give rise to worsening feeding conditions of their young and less protection from predation. In some mast flowering trees, such as *Spartina alterniflora*, with a low density have a lower probability of pollen grain finding stigma in wind-pollinated plants In [23].

The main aim of this paper is to derive various single-species models with Allee effects based on sound biological assumptions. Starting with the assumption that individual fitness increases for small population densities, we develop a variety of fitness functions which produce corresponding models with Allee effects.

In the sequel, we will consider the difference equation

$$x_{t+1} = f(x_t) \quad f : \mathbb{R}^+ \to \mathbb{R}^+ = [0, \infty), \quad t = 0, 1, 2, \ldots$$

whose dynamics exhibit the Allee effect and in certain cases obtain some new results. Some of the models are modifications of old, well studied models while others are new models introduced to give the modeler the ability to take into account effects not available from older models. We must leave it to others to glean whatever benefit can be had from looking at these new models. Any function $f$ whose graph passes through the origin and remains below the diagonal near zero and later crosses the diagonal twice will give rise to the Allee effect. For simplicity in discussion we will refer to the first crossing as the Allee threshold, $A$ and the later crossing as the carrying capacity, $K$.

In investigating certain phenomena such as resonance or attenuation it is advantageous to have the carrying capacity $K$ as a parameter in the model. For example the Cushing-Henson conjecture [6, 7] for the Beverton-Holt equation

$$x_{t+1} = \frac{\mu K x_t}{K + (\mu - 1)x_t} \quad (1.1)$$

stated that a periodically varying environment $\{K_0, K_1, \ldots, K_{p-1}, K_p = K_0\}$, (1) gives rise to a periodic state $\{\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_{p-1}, \hat{x}_p = \hat{x}_0\}$ that globally attracts all positive solutions and (2), the average

$$Av(\bar{x}_t) = \frac{1}{p} \sum_{i=0}^{p-1} \bar{x}_i$$

satisfies $Av(\bar{x}_t) < Av(K_t)$, i.e. there is attenuation. Cushing and Henson established these fact for $p = 2$ and later, [9, 12, 17] solved the general case by a variety of different methods. In [13] it was established in the case of randomly varying $K$. In [11] it was also shown by the authors (for $p = 2$) that if the growth parameter $\mu$ is allowed to vary as well then the opposite inequality in the averages can occur, namely resonance, if the parameters are sufficiently in phase.

The existence of the periodic solution follows directly from the concavity of the functions

$$x_{t+1} = \frac{\mu K_t x_t}{K_t + (\mu - 1)x_t}$$

and the fact their graphs cross the diagonal [9] since the class of such functions form a semigroup under composition. Further, if the fixed points $x_f$ and $x_g$ of $f$ and $g$ satisfy $x_f < x_g$ then the fixed points of the compositions, $x_{fog}$ and $x_{gof}$ lie strictly between

$$x_f < x_{fog} < x_g, \quad x_f < x_{gof} < x_g, \quad (1.2)$$

the containment property. From this it follows that the periodic state lies inside the envelope of the fixed points of the component maps.

What is interesting is that the same containment property holds if the functions are increasing and convex and can thus be applied to most of the models displaying the Allee effect since their functions are
convex in some neighborhood of the origin. Thus let us define

\[
\mathcal{F}_0 = \{ f : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \mid f(0) = 0, f \uparrow \text{ and } f \text{ convex on some interval } [0, b_f] \},
\]

\[
\mathcal{F}_A = \{ f \in \mathcal{F}_0 \mid \exists x_1, x_2 \in [0, b_f] \ni f(x_1) < x_1, f(x_2) > x_2 \},
\]

\[
\mathcal{F}_K = \{ f \in \mathcal{F}_A \mid \exists \text{ unique } K_f > b_f \ni f(K_f) = K_f \}. \tag{1.4}
\]

Then \( f \in \mathcal{F}_A \) implies that \( f \) has a unique Allee fixed point \( A_f \) in \([0, b_f]\). The following theorem can then be proved.

**Theorem 1.1** Let \( \mathcal{U} \subset \mathcal{F}_K \) be a subset such that

\[
\sup_{f \in \mathcal{U}} A_f < \inf_{f \in \mathcal{U}} K_f, \quad \text{then } f, g \in \mathcal{U} \implies A_f < A_{f \circ g} < A_g \quad \text{and} \quad A_f < A_{g \circ f} < A_g.
\]

and \( \mathcal{U} \) is a semigroup under composition.

**Proof** Since \( f \) and \( g \) are convex, it follows that \( g \circ f \) is also convex. Hence \( A_f < A_g \implies g(A_f) < A_f \) and \( A_g < g(A_f) \). Therefore, \( g \circ f(A_f) = g(A_f) < A_f \). Choose \( z \) such that \( f(z) = A_g \) and \( A_f < z < A_g \). Then \( g(f(z)) = A_g > z \). By the intermediate value theorem, there exists a fixed point \( A_{g \circ f} \) between \( A_f \) and \( A_g \). Similarly, \( f \circ g(A_f) < f(A_f) = A_f \), and \( f \circ g(A_g) = f(A_g) > A_g \). \( \square \)

From the above we see that it is important that the carrying capacity, growth rate, or threshold point appear in the model as parameters if we want to consider their respective variations with time (periodic, stochastic, almost periodic, etc.).

As an aid in the construction of models we define the fitness function

\[
u(x) = \frac{x_{t+1}}{x_t} \tag{1.5}\]

as a function that passes through the points \((0, R), (A, 1), (K, 1)\), where \( R \) is the repulsion \((R > 1)\) or attraction \((R < 1)\) rate at 0.
When the population is sufficiently small (close to zero), the competition is negligible and the net reproductive rate can be approximated by \( R \). Thus \( \frac{x_{t+1}}{x_t} = R \) when \( x_t \) is close to zero. This gives us the point \((0, R)\) in the graph \( \frac{x_{t+1}}{x_t} \) versus \( x_t \). When the population grows larger, intra-specific competition becomes significant and at some population sizes \( x_t = A \), and \( x_t = K \), the birth and death rates are equal and thus \( \frac{x_{t+1}}{x_t} = 1 \). This gives us the points \((A, 1)\) and the point \((K, 1)\). Then we join these three points by a suitable curve (Figure 1). The fixed point \( A \) will be called the threshold point and the fixed point \( K \) will be called the carrying capacity.

2. The Exponential Model

By letting

\[
u(x) = e^{-(1-\frac{A}{x})(1-\frac{A}{K})}, \quad r > 0
\]

we obtain \( x_{t+1} = f(x_t ; r) \) with

\[
f(x ; r) = xe^{-(1-\frac{A}{x})(1-\frac{A}{K})},
\]

Besides \( A \) and \( K \) the additional parameter is \( r \) and \( e^{-r} \) is the rate of attraction at 0. Introducing the repulsion rate \( \mu = f'(A ; r) \) at the threshold point \( A \), one obtains, one obtains the difference equation \( x_{t+1} = G(x_t ; \mu) \) where

\[
G(x ; \mu) = xe^{(1-\mu)(A-x)(K-x)/A(K-A)}
\]

or introducing the attraction rate \( \lambda = F'(K ; r) \) at the carrying capacity \( K \), one obtains the difference equation \( x_{t+1} = H(x_t ; \lambda) \) where

\[
H(x ; \lambda) = xe^{(\lambda-1)(A-x)(K-x)/K(K-A)}.
\]

3. The \( \lambda \)-Ricker Map

In this section we obtain some properties of a modification of the Ricker map that possesses the Allee effect. The development here follows closely the argument given in [19]. In [19] the case \( \lambda = 1 \) (the classic Ricker equation) and \( \mu_j \in (0, 2), j = 0, 1, \ldots, k - 1 \) was carried out and it was shown that (3.2) always has a periodic solution \( \{\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_{k-1}, \hat{x}_k = \hat{x}_0\} \) that globally attracts all positive solutions and there is neither attenuation nor resonance, i.e. one has \( \text{Av}(\hat{x}_j) = \text{Av}(\mu_j) \).

Consider the \( \lambda \)-Ricker map and its derivative

\[
R_p(x) = x^\lambda e^{p-x}, \quad x, p \in \mathbb{R}^+, \quad \lambda > 1
\]

\[
R_p'(x) = x^{\lambda-1} (\lambda-x) e^{p-x}.
\]

(i) Notice that the fixed point 0 is always asymptotically stable since \( R_p'(0) = 0 \),

(ii) The threshold point \( A \) is always unstable if it exists \( (p > 1) \). This may be proved by a simple argument [8],

(iii) The carrying capacity \( K \) is asymptotically stable for \( 1 < p < 3 - \ln 3 \) If \( p = 3 - \ln 3 \), the carrying capacity \( K = 3 \) is still asymptotically stable since the Schwarzian derivative \( SR_p < 0 \), [8]. As \( p \) passes the value \( 3 - \ln 3 \), a period doubling bifurcation begins as \( R_p'(3) = -1 \). Numerical computation shows that the new born 2–periodic orbit is asymptotically stable for \( 3 - \ln 3 < p < \approx 2.35 \). The period-doubling scenario continues until \( p \approx 2.235 \) after which we enter the chaotic region. Now for \( p \geq 3 \) the chaotic region disappears and the fixed point 0 becomes globally asymptotically stable. For \( p = 3 \),
the threshold point is $A \approx 0.0524$. Note that for the critical point $c = 2$, $R_p^2(2) < 0.524$ and hence it converges to 0.

Now consider the $k$-periodic sequence $\{p_0, p_1, \ldots, p_{k-1}\}$ with $p_{i+k} = p_i$, and the $k$-periodic difference equation

$$x_{n+1} = R_{p_n}(x_n) = x_n^{\lambda}e^{p_n-x_n}, \quad n = 0, 1, \ldots$$

(3.2)

Now consider the composition

$$\Phi_m = R_{p_{m-1}} \circ R_{p_{m-2}} \circ \cdots \circ R_{p_1} \circ R_{p_0}.$$  

(3.3)

For any $m$-periodic orbit

$$\{x_0, x_1, \ldots, x_m\} \subset \mathcal{I}, \quad x_m = x_0$$

we have from (3.1),

$$R'_{p_n}(x_n) = x_n^{\lambda-1}(\lambda - x_n)e^{p_n-x_n} = \frac{\lambda - x_n}{x_n}x_n^{\lambda}e^{p_n-x_n} = (\lambda - x_n)\frac{x_{n+1}}{x_n}$$

Taking the derivative of (3.3),

$$|\Phi_m'(x_0)| = |R'_{p_{k-1}}(x_{k-1})R'_{p_{k-2}}(x_{k-2})\cdots R'_{p_0}(x_0)|
\approx \frac{x_m}{x_0} \prod_{i=0}^{m-1} |\lambda - x_i| = \prod_{i=0}^{m-1} |\lambda - x_i|.$$  

(3.4)

The next step is to find an invariant interval $\mathcal{I}$ on the $x$-axis on which $|\Phi_k'(x)| < 1$. Consider only the case $\lambda = 2$ and define $\bar{p} = 3 - \ln 3$. Then the right endpoint of $\mathcal{I}$ can be defined as $R_p^2(2) = 4e^{1-\ln 3} = \frac{4}{3}e \approx 3.6244$ since each function $R_p$ attains its maximum value at $x = 2$.

In defining the left endpoint, there is a subtle distinction between the period $k > 2$ and $k = 2$ and in order to appreciate this let us recall that for $k = 1$, as $p$ increases through 1 the fixed points constituting the Allee threshold $A$ and the carrying capacity $K$ are created through a saddle-node bifurcation so that at $p = 1, A = 1 = K$, for $p > 1$ we have $A < 1 < K$ and as $p$ increases further, $A$ and $K$ move monotonically away from 1.

### 3.1. Invariant Interval ($\lambda = 2$, Period $k > 2$ case)

What we will show in that for $p \in (1, 3-\ln 3)$ the invariant interval $\mathcal{I} = [1, R_p^2(2)]$ but only after making one further restriction on the variation of the adjacent $p$ values, i.e. the $p$ values of adjacent maps $R_j \circ R_{j-1}$ in (3.3). To see why this is needed we consider points very close to the endpoints of the $p$-interval, $p_0 = \bar{p} - 0.001$ and $p_1 = 1.001$ in (3.3). A calculation shows

$$x_2 = R_{p_1} \circ R_{p_0}(2) \approx 0.95467$$

(3.5)

Now let $A_p$ denote the Allee threshold of $R_p$ and choose $p_2, p_3, \ldots, p_{k-1}$ so close to 1 that $x_2 \in (0, A_p)$ for all $p \in \{p_2, p_3, \ldots, p_{k-1}\}$. Then let $k$ be so large that $x_k = R_{p_{k-1}}(x_{k-1}) \in (0, A_p)$, the smallest of the “Allee intervals”. Then the orbit $\{x_n\}$ starting at $x_0 = 2$ will go extinct, $\lim_{n \to \infty} x_n = 0$. 

However, if we restrict the variation

\[ \max |p_j - p_{j-1}| < 0.8523 \]

it can be verified numerically that in (3.5), \( x_2 > 1 > A_p \) for all \( p \in [1, \log 3] \). \textbf{Note}: The length of the allowable \( p \) interval is \( \approx 0.90138 \) so the above restriction on the allowable variation between the \( p \) values of successive maps doesn’t seem too restrictive.

To see that \( |\Phi'_m(x)| < 1 \) for \( x \in I \) we argue as in [19] and assume one of the factors \( |2 - x_j| \geq 1 \) in (3.4). Now consider the product

\[ |(2 - x_{j-1})(2 - x_j)| = |(2 - x)(2 - x^2e^{p-x})|, \quad x = x_{j-1}, \]

and define

\[ g(x) = (2 - x)(2 - x^2e^{p-x}). \quad (3.6) \]

or \( 1 \leq p \leq 3 - \ln 3 \) and \( x \in I \), \( g \) attains its maximum value 1 at \( x = 3 \) and \( p = 3 - \ln 3 \). Further, the maximum value is \( < 1 \) whenever \( p < 3 - \ln 3 \) and \( x \in I \). Another solution of \( g'(x) = 0 \) is computed numerically and is approximated by \( u = 1.315166 \). And for \( p = 3 - \ln 3 \), \( g(u) = -0.759154 \). This is demonstrated clearly in figures 2 and 3.

Thus, we have shown that the interval \( I \) is invariant under the mapping \( \Phi_k \) for \( 1 < p < 3 - \ln 3 \) and therefore there is at least one fixed point.

3.2. Invariant Interval \((\lambda = 2, \text{ Period } k = 2 \text{ case})\)

Here the restriction on the \( p \)-variation is not needed since although \( x_2 < 1 \), the next function to act is \( R_{p_0} \) and \( R_{p_0}(x_2) \approx 2.3465 \). Thus, using the endpoints of the \( p \)-interval we define the invariant interval

\[ I = [a, b], \quad \text{where } b = R_{p_0}(2) \approx 3.6244, \quad \text{and } a = R_1(b) \approx 0.9522. \]

Again, the argument given above for the function \( g \) defined in (3.6), gives \( |(2 - x_{j-1})(2 - x_j)| < 1 \).
Figure 3. The black region represents the values of the derivatives of $\Phi$ and $\Phi'$ at the carrying capacity of $f \circ g$ and $g \circ f$ when the parameter $p_0$ and $p_1$ vary between 1 and $3 - \ln 3$.

3.3. Asymptotic Stability of Fixed Point

From (3.4) it follows that any fixed point in the invariant interval $\mathcal{I}$ is asymptotically stable. From this it follows that the fixed point is unique and attracts all orbits in $\mathcal{I}$, see [8, p.52, Th. 1.30]. This, in turn, implies that $m = k$, i.e. the periodic orbit has the same period as the mapping system.

4. The Exponential Allee Model

By defining the fitness function to be

$$u(x) = e^{-r(1-x)(1-x)}, \quad r > 0$$

we obtain the difference equation $x_{t+1} = f(x_t ; r)$ with

$$f(x; r) = xe^{-r(1-x)(1-x)}.$$  

Besides $A$ and $K$, the additional parameter is $r$ and $e^{-r}$ is the rate of attraction at 0.

Introducing the repulsion rate at the threshold point $A$, $\mu = f'(A ; r)$, one obtains the difference equation $x_{t+1} = G(x_t ; \mu)$ where

$$G(x; \mu) = xe^{(1-\mu)(A-x)(K-x)/A(K-A)}$$

or introducing the attraction rate at the Carrying capacity $K$, $\lambda = F'(K ; r)$, one obtains the difference equation $x_{t+1} = H(x_t ; \lambda)$ where

$$H(x; \lambda) = xe^{(\lambda-1)(A-x)(K-x)/K(K-A)}.$$  

5. A Canonical Form

In this section we study the following fractional quadratic map

$$f(x) = \frac{x}{\alpha + x} \cdot \frac{x}{p + qx}.$$
By proper choice of $p$ and $q$ one obtains

$$F(x) = \frac{x}{\alpha + x} \frac{(\alpha + A)(\alpha + K)x}{AK + \alpha x}. \quad (5.1)$$

In this form it follows that

$$f(0) = 0, \quad f(A) = A \quad \text{and} \quad f(K) = K.$$  

Also,

$$f'(x) = \frac{(\alpha + A)(\alpha + K)(2\alpha AK + \alpha^2 x + AKx)x}{(x + \alpha)^2(AK + \alpha x)^2} \quad (5.2)$$

and since $A$ and $K$ occur symmetrically in (5.1) we assume without loss of generality that $A < K$. Direct computation shows that $f'(0) = 0$ and

$$f'(A) = \frac{2\alpha K + \alpha^2 + AK}{(\alpha + A)(\alpha + K)} > 1 > f'(K) = \frac{2\alpha A + \alpha^2 + AK}{(\alpha + A)(\alpha + K)}.$$ 

Thus for the difference equation

$$x_{n+1} = f(x_n),$$

the origin is the attracting extinction state, $A$ is the repelling, or Allee threshold and $K$ is the attracting fixed point or carrying capacity.

Note also that the mean

$$\frac{f'(A) + f'(K)}{2} = 1.$$ 

6. A New Model

In this section we develop a general model of populations with the Allee effects. By a suitable choice of the parameters, one may be able to generate maps with the same qualitative dynamics as the previously discussed maps. Moreover, this new model may produce a Beverton-Holt type map with an Allee effect. The authors believe this new model is the right model for populations that are under the influence of the Allee effects. The model also allows one to study the dynamics of the map after a large surge (overstocking) in the population. For maps of the Ricker type, if the surge is large enough the population will always go extinct, whereas for maps of the Beverton-Holt type (concave) the population always returns toward the carrying capacity. In the following map there is an additional parameter “$b$” which we call the shock recovery parameter which controls this effect.

Consider the fitness function of the form

$$u(x) = \frac{dx + e}{x^2 + bx + c}. \quad (6.1)$$

Forcing the graph of $u$ to pass through the three points in Figure 1 we obtain

$$u(x) = \frac{(A + K + b)x + R\frac{AK}{1-R}}{x^2 + bx + \frac{AK}{1-R}}.$$
and the corresponding difference equation \( x_{t+1} = f(x_t ; R) = x_t u(x_t) \), or

\[
f(x_t ; R) = x_t \left( \frac{(A + K + b)x_t + RAK}{x_t^2 + bx_t + \frac{AK}{1-R}} \right),
\]

where \( b \) is still a free parameter. The parameter \( R \) is the attraction rate at the extinction point 0. Introducing the growth rate \( \mu \) at the Allee threshold, \( \mu = f'(A ; R) \) and using this to eliminate \( R \) one obtains the difference equation

\[
x_{t+1} = G(x_t ; \mu)
\]

where

\[
G(x ; \mu) = x \left( \frac{(A + K + b)x + \frac{A}{\mu-1} [2K - \mu(A + K) + b]}{x^2 + bx + \frac{A}{\mu-1} [K - \mu(A - (\mu - 1)b)]} \right).
\]

Then we have

\[
f(0 ; R) = G(0 ; \mu) = 0, \quad f(A, R) = G(A, \mu) = A,
\]

\[
f(K ; R) = G(K, \mu) = K, \quad f'(0 ; R) = R, \quad G'(A, \mu) = \mu
\]

\[
\lim_{x \to \infty} f(x) = A + K + b.
\]

Parameter \( b \) regulates the asymptotic value at \( \infty \).

For \( b = 0 \)

\[
G(x ; \mu) = x \left( \frac{(A + K)x^2 + \frac{A}{\mu-1} [2K - \mu(A + K)]}{x^2 + \frac{A}{\mu-1} [K - \mu A]} \right).
\]

Since

\[
f(x_t , R) = f(x) = xu(x),
\]

it follows that

\[
f'(x) = u(x) + xu'(x).
\]

Moreover,

\[
u'(x) = (R - 1) \frac{(R - 1)(A + K + b)x + 2RAKx + (bR - A - K - b)}{[(1-R)x^2 + b(1-R)x + AK]^2}.
\]

Since \( A + K + b \geq 0 \), \( u'(x) = 0 \) has at most one positive real root \( C_u \) as shown in figure 1.

Notice that \( u(x) > 0 \). By a simple computation one concludes that \( u''(x) < 0 \) on \((0, \infty)\). Thus \( u(x) \) is concave on \((0, \infty)\). Moreover, \( f'(x) = u(x) + xu'(x) \geq 0 \) on \((0, C_u)\). Notice also that \( f(x) \) is decreasing on \((C_u, \infty)\).

To insure that \( f'(K) \geq 0 \) on \([0, K]\), we require that \( f'(K) = K u'(K) \geq 0 \). This implies that

\[
b \geq -A \frac{2 - R}{1-R}
\]

**Standing assumption:** In the sequel, (6.6) is always assumed.

Under this assumption \( f(x) \) is increasing on \([0, K]\). In this case, it is easy to prove the following result
Theorem 6.1 Under assumption (6.6) we have the following

(i) $x^* = 0$ is locally asymptotically stable,
(ii) $x^* = A$ is unstable,
(iii) $x^* = K$ is locally asymptotically stable.

Proof See [8].

If in addition, $A + K + b \geq A$ or $b \geq -K$, then $B(0) = [0, A)$ and $B(K) = [A, \infty)$, where $B$ denotes the basin of attraction.

7. New class of maps

Let us define a subset of $\mathcal{F}_K$.

$$\mathcal{F} = \{h \in \mathcal{F}_K \mid h \uparrow \text{ and concave on } [b_h, K_h] \text{ and } h \text{ has at most one critical point in } [K_h, \infty)\}$$

Lemma 7.1 Let $\mathcal{W}$ be a subset of $\mathcal{F}$ such that

$$\sup_{h \in \mathcal{W}} A_h < \inf_{h \in \mathcal{W}} K_h. \quad (7.1)$$

Let $f, g \in \mathcal{W}$, with $K_f < K_g \Rightarrow$. Then

(i) $K_f < K_{g \circ f} < K_g$
(ii) $K_f < K_{g \circ f} < K_g$

Proof $g(f(K_f)) = g(K_f) > K_f$ and $g(f(K_g)) < g(K_g) = K_g$. Hence there exists a fixed point $K_{g \circ f}$ of $g \circ f$ with $K_f < K_{g \circ f} < K_g$. Now $f(g(K_g)) = f(K_g) < K_f$. Moreover, since $g(K_f) > K_f$, it follows that $f(g(K_f)) > K_f$. Hence there exists a fixed point $K_{f \circ g}$ of $f \circ g$ with $K_f < K_{f \circ g} < K_g$.

Corollary 7.2 Under assumption (7.1), the system $\{f, g\}$ has a 2-periodic cycle for $f, g \in \mathcal{W}$.

Theorem 7.3 [20](Theorem 2.1, p. 47) [11](Corollary 2.4) Let $x^*$ be a fixed point of a continuous map on the compact interval $I = [a, b]$. Then $x^*$ is globally asymptotically stable relative on $(a, b)$ if and only if $f^2(x) > x$ for $x < x^*$ and $f^2(x) < x$ for $x > x^*$, for all $x \in (a, b)$.

Theorem 7.4 Let $f, g \in \mathcal{F}$ with $K_f < K_g$ and let $h = g \circ f$. We also assume that $g(x) > f(x)$ on $[K_f, \infty)$. Then the following statements hold true:

(i) if $C_f > K_g$, where $C_f$ is the critical point of $f$, then $K_{g \circ f}$ is asymptotically stable under $h$,
(ii) if $C_f < K_g$ and $h^2(C_f) > C_f$, then $K_{g \circ f}$ is asymptotically stable under $h$.

Proof

(i) Since $h'(x) = g'(f(x))f'(x)$, it follows that the critical point of $h$ are $C_f$ and all the points in the set $\{f^{-1}(C_f)\}$. Since $g(x) > f(x)$ on $[K_f, \infty)$, $\{f^{-1}(C_f)\} = \emptyset$. Thus $C_f = C_h > K_g$. By Lemma 7.1, $C_h > K_{g \circ f}$. Hence $h \in \mathcal{F}$ and the conclusion follows.

(ii) Now assume that $C_f < K_g$ and $h^2(C_f) > C_f$. If $C_f = K_{g \circ f}$ we are done as in 1. So let us assume that $C_h = C_f < K_{g \circ f}$. Hence $h(C_h) > K_{g \circ f}$ and $h^2(C_h) < K_{g \circ f}$. From the assumption $C_h < h^2(C_h) < K_{g \circ f}$. Thus in the invariant set $[C_h, h(C_h)]$, we have $h^2(x) > x$ if $x < K_{g \circ f}$ and $h^2(x) < x$ if $x > K_{g \circ f}$. Hence by Theorem 7.3, we conclude that the fixed point $K_{g \circ f}$ is asymptotically stable.

Lemma 7.5 Suppose that assumption (6.6) holds. Then for any $K$, $f(x)$ in (6.4) belongs to $\mathcal{F}$.

Proof The proof follows from the discussion in Section 6.
Theorem 7.6 Let \( \{f, g\} = W \) be a \( 2 - \)periodic system, where \( f, g \) as defined in (6.4) with carrying capacities \( K_f, K_g \), respectively. Then under the assumption of theorem 7.4, System \( W \) has an asymptotically stable \( 2 - \)periodic cycle, \( \{K_g \circ f, f(K_g \circ f)\} \).

Proof The proof follows from 7.4.
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