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1 Introduction

This paper examines several families of affine variety codes [6] in which the
minimum distance is optimal given fixed parameters of length and dimension.
We also introduce a bound on the minimum distance that in some cases is
an improvement of the bounds due to Feng and Rao [1] and Miura [5]. In the
last section, we shall restrict our attention to quaternary affine variety codes
resulting from surfaces or hypersurfaces. When necessary, the true minimum
distance of codes was determined by GAP[2].

We begin with some basic definitions.
Let Fq denote the finite field with q elements, and let Fk

q be the set of all
k-tuples of elements in Fq.

Definition 1.1. Let I be an ideal of the polynomial ring Fq[x1, ..., xk]. Then

Iq := I + (xq
1 − x1, ..., x

q
k − xk).

The affine variety of Iq, denoted V (Iq), is given by

V (Iq) := {(a1, ..., ak) ∈ Fk
q : f(a1, ..., ak) = 0 for all f ∈ Iq}.

Let R be the coordinate ring of the variety V (Iq); that is, R = Fq[x1, ..., xk]/Iq.
Suppose that {P1, ..., Pn} is an ordering of the points of V (Iq). We define a
mapping φ : R 7→ Fk

q such that φ(f̄) = (f(P1), ..., f(Pn)). It is well-known
that this evaluation map φ is an isomorphism of Fq-vector spaces.

Let L denote an Fq-vector subspace of the coordinate ring R.
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Definition 1.2. The affine variety codes C(I, L) and C⊥(I, L) are defined
as follows:

C(I, L) = φ(L)
C⊥(I, L) = φ(L)⊥,

where φ(L)⊥ is the orthogonal complement of φ(L), with respect to the usual
inner product on Fn

q .

In the field of error-correcting coding theory, maximizing the minimum
distance for any code of fixed length and dimension (and thereby maximizing
the error-correcting capacity of that code) is emphasized. In 1995, Feng and
Rao [1] defined a lower bound on the minimum distance of the affine variety
codes of the form C⊥(I, L). To introduce this Feng-Rao bound, we begin
with the following definitions, adopting the terminology of Feng and Rao, in
the context of affine variety codes.

Definition 1.3. Let T k denote the set of monomials of Fq[x1, ..., xk], i.e.,
T k := {xα1

1 ...xαk
k |αi ∈ N for 1 ≤ i ≤ k}.

We shall define a total ordering <t on the elements of T k according to
the following weighted-degree lexicographic ordering. Assign a “weight”,
that is, a positive integer denoted wt(xj) to each variable xj for 1 ≤ j ≤ k.
Then, the weight of the monomial xα1

1 ...xαk
k is defined to be wt(xα1

1 ...xαk
k ) =∑k

j=1 αjwt(xj).

Moreover, xα1
1 ...xαk

k <t xβ1

1 ...xβk

k if either

(i) wt(xα1
1 ...xαk

k ) < wt(xβ1

1 ...xβk

k ) or

(ii) wt(xα1
1 ...xαk

k ) = wt(xβ1

1 ...xβk

k ) and there exists an m such that αl = βl

for 1 ≤ l < m and αm < βm.

Definition 1.4. The ∆-set of an ideal I ⊆ Fq[x1, ..., xk], denoted ∆(I), is
defined to be ∆(I) := T k \ {lm(f)|f ∈ I, f 6= 0} where lm(f) denotes the
leading monomial of f under the ordering <t.

Given an ideal I, we wish to consider two sequences resulting from ∆(Iq).

Definition 1.5. For I ⊆ Fq[x1, ..., xk], we define the H-sequence as H :=
{hi}n

i=1 the increasing sequence (under <t) of the elements of ∆(Iq). The
corresponding weight sequence is defined by W := {wt(hi)}n

i=1.
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We note that W is a nondecreasing sequence of integers and the el-
ements of the set {h̄1, ..., h̄n} form a basis for the coordinate ring R =
Fq[x1, ..., xk]/Iq.

Definition 1.6. Let L(r) be the linear subspace of dimension r of R gener-
ated by the set {h̄1, ..., h̄r}. More generally, let L(r, v1, ..., vl) denote the
subspace (of dimension r + l) generated by {h̄1, ..., h̄r, h̄v1 , ..., h̄vl

} where
r + 1 < v1 < ... < vl for some l ≥ 0.

Note that if l = 0, then we have L(r, v1, ..., vl) = L(r).

Definition 1.7. A monomial h is consistent with hr if wt(h) = wt(hr) and
h̄ ∈ L(r) \ L(r − 1). If h is consistent with hr, then we write h ∼ hr.

Lemma 1.1. If h <t hr, then h̄ ∈ L(r − 1).

Proof . Suppose h <t hr and h̄ ∈ L(s) for some s ≥ r. Then h +
Iq =

∑s
i=1(kihi) + Iq for some ki ∈ Fq for 1 ≤ i ≤ s with ks 6= 0. Thus,

f =
∑s

i=1(kihi) − h ∈ Iq and lm(f) = hs since ks 6= 0 and h <t hr ≤t hs.
This is a contradiction since the monomial hs ∈ ∆(Iq). �

As a consequence, we obtain the following result.

Corollary 1.1. If h ∼ hr, then hr ≤t h.

Definition 1.8. A monomial h is consistent with hr if wt(h) = wt(hr) and
h̄ ∈ L(r) \ L(r − 1). If h is consistent with hr, then we write h ∼ hr.

Definition 1.9. If hi = xi1
1 xi2

2 ...xik
k and hj = xj1

1 xj2
2 ...xjk

k then define the
product hi · hj by hi,j := xα1

1 xα2
2 ...xαk

k , where for l = 1, ..., k,

αl =

{
il + jl if il + jl < q

il + jl − (q − 1) otherwise.
(1)

Definition 1.10. Let hi,j be a monomial such that hi,j ∼ hr . The monomial
hi,j is well-behaving if for each (u, v) where 1 ≤ u ≤ i and 1 ≤ v ≤ j with
(u, v) 6= (i, j), we have h̄u,v ∈ L(r − 1).

Definition 1.11. Let hi,j be a monomial such that hi,j ∼ hr. The monomial
hi,j is said to be weakly well-behaving if for each (u, v) where either u < i
and v = j or u = i and v < j, we have h̄u,v ∈ L(r − 1).
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Definition 1.12. For each monomial hr ∈ H, define Nr := {(i, j) : hi,j ∼ hr

and hi,j is well-behaving}. Similarly, define Ñr = {(i, j) : hi,j ∼ hr and hi,j

is weakly well-behaving}.

The integer |Nr| is due to Feng and Rao and the integer |Ñr| is due to
Miura. Moreover, by construction, we see that Nr ≤ Ñr.

Lemma 1.2. Let hi, hj, and hr ∈ H. If hi,j = hr, then hi,j is a well-behaving
term consistent with hr.

Proof . Suppose hi, hj, hr ∈ H such that hi,j = hr. Clearly, hi,j ∼ hr.
Let (u, v) be such that 1 ≤ u ≤ i, 1 ≤ v ≤ j and (u, v) 6= (i, j). Then,
hu,v <t hi,j = hr. Hence, by Lemma 1.1, h̄u,v ∈ L(r − 1). �

Corollary 1.2. For hr = xα1
1 ...xαn

n ∈ H, we have |Nr| ≥
∏n

i=1(αi + 1).

That is, Nr is at least the number of monomial divisors of hr.

Definition 1.13. The parity check matrix Hr for the affine variety code
C⊥(I, L(r)) is constructed by evaluating h1, ..., hr at each of the points of
the variety. That is, Hr := [hi(Pj)] for 1 ≤ i ≤ r and 1 ≤ j ≤ n, where n is
the number of points in the variety.

Definition 1.14. Let L = L(r, v1, ..., vl). Then H+
r , the parity check matrix

for C⊥(I, L), is defined as

H+
r :=


Hr

hv1(P1) · · · hv1(Pn)
...

...
...

hvl
(P1) · · · hvl

(Pn)

.

Notice that if l = 0, then H+
r = Hr.

Given these preliminary definitions, we may now define the Feng-Rao and
weakly Feng-Rao minimum distance bounds.

Proposition 1.1. Suppose H+
r is a parity check matrix of the linear code

C⊥(I, L) where L = L(r, v1, ..., vl). Put

δWFR := min{|Ñv| : v /∈ {1, ..., r, v1, ..., vl}}.
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Then, the code C⊥(I, L) has minimum distance at least δWFR, where, δWFR

will be referred to as the weakly Feng-Rao bound or the Miura bound.

The proof is found in [5].

Definition 1.15. Put δFR := min{|Nv| : v /∈ {1, ..., r, v1, ..., vl}}; then δFR

is referred to as the Feng-Rao bound on minimum distance for the code
C⊥(I, L) where L = L(r, v1, ..., vl).

Note that since Nr ⊆ Ñr, we have δFR ≤ δWFR; this is shown in [5], al-
though the authors indicate that they have not found an algebraic geometric
code in which there was inequality.

2 An Improved Minimum Distance Bound for

Certain Affine Variety Codes

Definition 2.1. Let Sr := {m1, ...,mlr} be the complete ordered set of mono-
mials consistent with hr such that m1 <t m2 <t ... <t mlr .

By Corollary 1.1 and Lemma 1.2, we must have m1 = hr.
In general, most affine variety codes considered in the past have had no

more than 2 elements in Sr, for all 1 ≤ r ≤ n.

Definition 2.2. Put Br := {(i, j) : hi,j = mp ∈ Sr and there does not exist
an hu ∈ H such that either hi,u or hu,j equals mv ∈ Sr for some v < p}.

Remark 2.1. In the previous definition since v < p if and only if mv <t mp

an alternate description of Br is the following: Br = {(i, j) : hi,j ∈ Sr and
for all (u, v) such that either u = i and v < j or u < i and v = j we have
that hu,v /∈ Sr}.

Definition 2.3. Put S∗
r = {m1, ...,ms} the ordered set of all monomials

mj ∈ Sr such that mj <t hr+1. That is, hr = m1 <t ... <t ms <t hr+1.

Definition 2.4. Define B∗
r := {(i, j) : hi,j = mp ∈ S∗

r and there does not
exist an hu ∈ H such that either hi,u or hu,j equals mv ∈ S∗

r for some v < p}.

Remark 2.2. Suppose hr = xα1
1 ...xαk

k ∈ H. Since hr ∈ S∗
r we have {(i, j) :

hi,j = hr} ⊆ B∗
r and |B∗

r | ≥
∏k

i=1(αi + 1).
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An alternate, yet equivalent, way of viewing B∗
r is provided in the follow-

ing proposition.

Proposition 2.1. Let hr ∈ H and S∗
r be its corresponding consistency set as

in Defn 2.3. Then, B∗
r = {(i, j)|hi,j = S∗

r and hi,j is weakly well-behaving}.

Proof . Put B′
r := {(i, j)|hi,j = mp ∈ S∗

r and hi,j is weakly well-
behaving}. We shall prove by contradiction that B′

r ⊆ B∗
r . Suppose (i, j) ∈

Br. Without loss of generality, assume there exists an hu such that hi,u ∈ S∗
r

with hi,u <t hi,j. Therefore, u < j and hi,u ∼ hr implies that h̄i,u ∈
L(r) \ L(r − 1). Hence, hi,j is not weakly well-behaving, which is a con-
tradiction. Thus, B′

r ⊆ B∗
r .

Suppose (i, j) ∈ B∗
r . Let (u, v) be such that either u = i and v < j or

u < i and v = j. Since hu,v <t hi,j <t hr+1 and wt(hi,j) = wt(hr), we know
that wt(hu,v) ≤ wt(hr). If wt(hu,v) = wt(hr), then h̄u,v ∈ L(r − 1) since
hu,v /∈ S∗

r . If wt(hu,v) < wt(hr), then hu,v <t hr and by Lemma 1.1, we have
h̄u,v ∈ L(r − 1). Hence, hi,j is weakly well-behaving. Thus, B∗

r ⊆ B′
r. �

Theorem 2.1. For each hr ∈ H, we have Nr ⊆ B∗
r ⊆ Ñr ⊆ Br.

Proof . From the description of B∗
r in Proposition 2.1, we see that B∗

r ⊆
Ñr.

Next, we show by contradiction that Ñr ⊆ Br. Suppose (i, j) ∈ Ñr.
Without loss of generality, assume there exists an hu such that hi,u ∈ Sr

with h+i,u <t hi,j. Therefore, u < j and hi,u ∼ hr implies that h̄i,u ∈ L(r) \
L(r − 1). Hence, hi,j is not weakly well-behaving, which is a contradiction.
�

This theorem allows us to bound the somewhat cumbersome set Ñr with
two sets whose cardinalities only depend on the number of monomial divisors
of monomials from the consistency sets (with a certain property).

Corollary 2.1. Suppose hr ∈ H with corresponding consistency set Sr =
{m1, ...,mlr}. If mlr <t hr+1, then B∗

r = Ñr = Br.

Proof. Suppose that mlr <t hr+1. Then, Sr = S∗
r implies that Br = B∗

r .
By the inclusion established in Theorem 2.1, this implies that B∗

r = Ñr = Br.
�

Corollary 2.2. Let hr = xα1
1 ...xαk

k ∈ H. If |Sr| = 1, then B∗
r = Br = Nr =

Ñr with cardinality
∏k

i=1(αi + 1).
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Proof . Suppose |Sr| = 1. Then hr is the only element of Sr and hr <t

hr+1. So by Corollary 2.1 and Remark 2.2, B∗
r = Ñr = Br = {(i, j) : hi,j =

hr}. From Lemma 1.2, we have {(i, j) : hi,j = hr} ⊆ Nr. On the other hand,
Nr ⊆ Ñr. Hence, we must have equality. �

Definition 2.5. We define the n× n monomial product matrix

M := [hi,j] for 1 ≤ i, j ≤ n.

Definition 2.6. For all a ∈ W , put

Wa := {i : wt(hi) = a}.

Definition 2.7. For a, b ∈ W , let M(a,b) denote the submatrix of M of all
entries hi,j such that i ∈ Wa and j ∈ Wb.

Lemma 2.2. If there exists at least one hi,j ∈ M(a,b) such that hi,j ∼ hr,
then there exists at least one hu,v ∈ M(a,b) such that (u, v) ∈ Br.

Proof . Put p′ = min{p : mp ∈ Sr and mp ∈ M(a,b)}. Then there exists
an hu,v = mp′ ∈ M(a,b) which implies that (u, v) ∈ Br. �

Definition 2.8. We shall say that the submatrix M(a,b) is radical (or extreme)
for hr if there exists at least one hi,j ∈ M(a,b) with hi,j ∼ hr and for all such
hi,j we have that hi,j is not weakly well-behaving.

Definition 2.9. Define Pr := {(a, b) : a, b ∈ W and a + b = wt(hr)}. Let Cr

denote the following collection of submatrices of M ;

Cr := {M(a,b) : (a, b) ∈ Pr}.

We note that no two submatrices in Cr share a common row or column
of M .

Definition 2.10. Put Er := {(a, b) ∈ Pr : M(a,b) is radical for hr}.

Definition 2.11. Put Ar := |Ñr| + |Er|. We shall call Ar the advisory
number for hr.

We note here that since every matrix radical for hr contains an element
of Br (by Lemma 2.2), but none of Ñr, we then have Ar ≤ |Br|.
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Definition 2.12. For the code C⊥(I, L), where L = L(r, v1, ..., vl) we define
two numbers: δA = min{Av : v /∈ {1, 2, ..., r, v1, ..., vl} and δA+ = min{|Bv| :
v /∈ {1, 2, ..., r, v1, ..., vl}. We will call δA the advisory bound and δA+ the
strong advisory estimate.

We note that since |Ñv| ≤ Av ≤ |Br|, we then have δWFR ≤ δA ≤ δA+ .
The number δA+ seems to be a good predictor of the true minimum distance of
C⊥(I, L). However, in the general setting it does not appear to be “provable”
as a lower bound on the minimum distance. In theory, δA+ may even be an
overestimate of the actual minimum distance.

On the other hand, we shall prove that δA is a lower bound for the mini-
mum distance and thus an improvement of δWFR. In the last section, we will
examine families of codes for which we can argue that δA+ may be used as
a lower bound as well. The proof of δA as a lower bound will resemble the
proofs of those for δFR and δWFR found in [1] and [5], respectively.

Definition 2.13. Put h′i := (hi(P1), ..., hi(Pn)) and h′i,j := (hi,j(P1), ..., hi,j(Pn)).
For each c = (c1, ..., cn) ∈ Fn

q and 1 ≤ i, j ≤ n define the following syndromes:
si(c) := hi · c and si,j(c) := h′i,j · c.

Remark 2.3. Note that c is a codeword of C⊥(I, L) where L = L(r, v1, ..., vl)
if and only if si(c) = 0 for all i ∈ {1, 2, ..., r, v1, ..., vl}. Also, si,j(c) = 0 if
h̄i,j ∈ L(r, v1, ..., vl).

Definition 2.14. Let Sc := [si,j(c)] be the n× n matrix of syndromes for c.
We shall call Sc the syndrome matrix for c.

Remark 2.4. From [1], we find that rankSc = wt(c). Moreover, when c is
a codeword, we know that the rank of the syndrome matrix is precisely the
weight of the codeword.

Definition 2.15. For a, b ∈ W , let [Sc](a,b) denote the submatrix of Sc of all
entries si,j(c) such that i ∈ Wa and j ∈ Wb.

Definition 2.16. Let C ′r denote the following collection of submatrices of Sc,
C ′r = {[Sc](a,b) : (a, b) ∈ Pr}.

We note that every submatrix [Sc](a,b) of C ′r corresponds in a natural way
to the submatrix M(a,b) of Cr. Furthermore, no two submatrices of C ′r share
a common row or column of Sc.
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Theorem 2.3. Suppose c = (c1, ..., cn) is a nonzero codeword of C⊥(I, L)
with parity check matrix H∗

r . Suppose sw(c) 6= 0 and sv(c) = 0 for all v < w.
Then, the minimum distance is at least Aw.

Proof . Note that we have wt(c) = rankSc ≥
∑

(a,b)∈Pw
rank[Sc](a,b) =∑

(a,b)∈Pw\Ew
rank[Sc](a,b) +

∑
(a,b)∈Ew

rank[Sc](a,b) by the above remarks.

For each (i, j) ∈ Ñw, we know that for all (u, v) such that either u < i and
v = j or u = i and v < j, we have h̄u,v ∈ L(w − 1) and therefore su,v(c) = 0.
On the other hand, hi,j ∼ hw and sw(c) 6= 0 imply that si,j(c) 6= 0. Therefore,
there exists |Ñw| rows of Sc that have their first nonzero entry in different
columns. Hence,

∑
(a,b)∈Pw\Ew

rank [Sc](a,b) ≥ |Ñw|.
Since each matrix M(a,b) radical for hw contains an entry consistent with

hw, we know that [Sc](a,b) is nonzero and hence rank[Sc](a,b) ≥ 1. Therefore,

we have
∑

(a,b)∈Ew
rank[Sc](a,b) ≥ |Ew|. Thus, we have wt(c) ≥ |Ñw|+ |Ew| =

Aw.

Remark 2.5. If it can be shown that |Bw| ≤
∑

(a,b)∈Pw
rank[Sc](a,b), then we

could restate Theorem 2.2, with |Bw| in place of Aw. In the last section, we
give an example in which |Bw| can be used instead.

In the next section we will give examples of codes in which Nr ⊂ Ñr and
Ñr ⊂ Ar.

Let [n,κ,d] denote a code of length n, dimension κ, and minimum distance
d. This paper examines several families of affine variety codes generated by
polynomials {p1, ..., pm} ∈ F4[x1, ..., xk]. Polynomials considered in our study
satisfy two criteria.

i) The polynomials generate affine varieties of at least 20 points. Thus,
∆(I4) contains at least 20 elements.

ii)For some n and κ, the advisory bound on minimum distance ties the
highest known distance for that particular code length and
dimension, and there is a gap between the highest known
distance and the theoretical upper bound on distance.

The highest known minimum distance and upper bounds on distance were
determined by the Linear Bounds server [3].
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3 Family Ties

The remainder of this paper describes certain “families” of polynomials. We
shall say that codes C⊥(I, L) and C⊥(I ′, L) are members of the same family
if the two corresponding ∆-sets, namely ∆(I) and ∆(I ′) are the same and for
each monomial in the ∆-set, the corresponding consistency sets are equal as
well. The discussion surrounding our first family will include a comprehensive
example of the methods that were employed to study each family.

Definition 3.1. A polynomial f(x1, ..., xk) ∈ F4[x1, ..., xk] is called an (Fk
4, F2)-

polynomial if for each γ ∈ Fk
4, we have f(γ) ∈ F2 = {0, 1}.

3.1 A [32,9,15] Family

Our first family consists of those polynomials of the form f(x1)+g(x2)+h(x3),
where f, g, h are (F4, F2) polynomials with deg(f) = deg(h) = 3 and deg(g)
= 2.

By the comprehensive classification of (Fk
4, F2) polynomials in [4], and by

simple combinatorics, the family can be shown to have 96 members. Further-
more, since any (Fk

4, F2) polynomial of the form f(x1, ..., xj−1, xj+1, ..., xk) +
(x2

j + xj) over F4 has 1
2
(4k) solutions, each member of our polynomial family

has 1
2
(64) = 32 solutions. We shall let I = 〈f(x1) + g(x2) + h(x3)〉.

Assigning wt(x1) = 2, wt(x2) = 3, and wt(x3) = 2, we obtain wt(x2
2) =

wt(x3
1) and wt(x1x

2
2) = wt(x1x

3
3). Notice that for any member of the family,

x2
2 is in the linear span of x3

1 and smaller terms, while x1x
2
2 is in the linear

span of x1x
3
3 and smaller terms. Hence we see that x3

1 ∼ x2
2 and x1x

2
2 ∼ x1x

3
3.

Now the ∆-set for each polynomial is identical (because each has the same
leading term in x1, x2, and x3). To obtain the Feng-Rao, weak Feng-Rao, and
advisory bounds for a fixed dimension, Nr, Ñr,Ar, and A+

r were computed
for each hr in the ∆-set, as shown in the table below. To simplify notation,
we write x1 = x, x2 = y, x3 = z.
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Bound Comparison
hr 1 z x y z2 xz x2 yz
Nr 1 2 2 2 3 4 3 4

Ñr 1 2 2 2 3 4 3 4
Ar 1 2 2 2 3 4 3 4
A+

r 1 2 2 2 3 4 3 4

hr xy z3 y2 xz2 x2z yz2 xyz x2y
Nr 4 4 3 6 6 6 8 6

Ñr 4 4 3 6 6 6 8 6
Ar 4 4 5 6 6 6 8 6
A+

r 4 4 5 6 6 6 8 6

hr y2z xz3 x2z2 yz3 y3 xyz2 x2yz y2z2

Nr 6 10 9 8 4 12 12 9

Ñr 6 10 9 8 4 12 12 9
Ar 7 10 9 8 8 12 12 9
A+

r 10 10 9 8 8 12 12 15

hr x2yz3 y3z3 x2z3 y3z xyz3 x2yz2 y2z3 y3z2

Nr 15 8 16 18 12 12 24 16

Ñr 15 8 16 18 20 12 24 32
Ar 15 10 16 18 20 12 24 32
A+

r 15 16 16 18 20 24 24 32

Example 3.1. Arranging the N -numbers in ascending order, we obtain the
sequence {1, 2, 2, 2, 3, 3, 3, 4, 4, 4, 4, 4, 6, 6, 6, 6, 6, 6, 8, 8, 8, 9, 9, 10, 10,
12, 12, 12, 12, 15, 16, 16, 18, 24}. From this sequence, we can determine δFR

for various dimensions of C⊥(I, L). For instance, since the removal of the
monomials 1,x, y, z, x2, y2, and z2 leaves only monomials with N -numbers 4
or higher, δFR = 4 for dimension 32-7=25. Thus, we have a [32,25,≥ 4] code.
This particular code is, in fact, a [32,25,4] code, as verified by [2].

Two interesting results arise from a closer inspection of the chart.
Letting r = {hv ∈ ∆(I) : Av ≤ 15}, we see that the dual code C⊥(I, L)

for L = (r) is [32,6,≥15]. However, if it can be shown that the rank of the
syndrome matrix for b additional monomials in L is actually 15 or greater,
then C⊥(I, L) must indeed be a [32,6+b,≥15] code.

Consider the following monomials: y2z, y2z2, y3z, y3z2. We demonstrate
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that each of these has syndrome matrix rank higher than its A number. Of
these, three monomials have rank 15 or higher, yielding C⊥(I, L) = [32, 9, 15].
Notice that this is, in fact, the prediction of the strong advisory estimate.

Since Si,j = 0 for all hj where hj ∈ L(r − 1), non-zero entries are first
found in Pr, the weight box consisting of all monomials of equivalent weight
to hr. Clearly, the rank of the syndrome matrix can be no less than the sum
of the ranks of these boxes.

Take, as an example, the weight boxes of y2z, shown below.

y2z
xz3

x2z2

z4 xz3

y2z xy2

xz3 x2z2

x2z2 x3z

y2z
xy2

z4 xz3 x2z2

xz3 x2z2 x3z
x2z2 x3z x4

y2z xy2

z4 y2z xz3 x2z2

xz3 xy2 x2z2 x3z
y2z xz3 x2z2

Boxes 1, 3, 5, and 7 have only one row or column and an entry of y2z each;
hence, the row for each of these boxes must be 1.

Consider Box 2. Monomials <t y2z receive an entry of zero; y2z and
monomials consistent to it receive a one (simply representing a non-zero
entry), and other monomials have an unknown value.

Notice that some entries are not monomials in the footprint, but can
either be reduced by (1) or by a consistency relationship to a monomial in
the linear span of monomials less than y2z. For example, z4 = z by (1); since
hr = y2z, z ∈ L(r − 1) – hence its assignment of 0 in the syndrome matrix.
Also, xy2 is consistent to xz3 = hr+1 – hence its assignment of Sr+1 in the
syndrome matrix. So the syndrome matrix for Box 2 becomes

0 Sr+1

1 Sr+1

Sr+1 Sr+2

Sr+2 1

.

Suppose that Sr+1 = 0. Then the 2nd and 4th rows must be linearly
independent; hence, the rank of the box is greater than or equal to 2. Sup-
posing instead that Sr+1 6= 0, the 1st and 4th rows are linearly independent,
so again, the rank is at least 2. Observe that Box 4 is simply the transpose
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of Box 2 – that is, the rows of Box 2 are the columns of Box 4. Thus, the
rank of Box 4 must also be at least 2.

Employing the same strategy with Box 5, we find that the matrix

0 Sr+1 Sr+2

Sr+1 Sr+2 1
Sr+2 1 0

has rank at least 2. To see this, notice that if either Sr+1 = 0 or Sr+1 6= 0,
then the 2nd and 3rd rows are linearly independent. So the rank of the
syndrome matrix for this monomial is at least 10, rather than 7, as our
bound had indicated.

Likewise, the syndrome matrices for the monomials y2z2, y3z, y3z2 have
ranks at least 15, 16, and 24, respectively. Given these improved values, we
find that we have a [32, 9,≥15] code, verified to be a [32,9,15] code.

An examination of the monomials y2z3 and y3z3 yields interesting results
as well. The boxes of equivalent weight for y3z3 are shown below.

y3z3 y3z3 xy3z2

x2yz4 x3yz3 y3z3

y3z3 xy3z2 x2y3z
xyz5 x2yz4 x3yz3

x2yz4 x3yz3 x4yz2

y3z3 xy3z2

x2yz4 x3yz3

yz6 y3z3 xyz5 x2yz4

y3z3 y5 xy3z2 x2y3z
xyz5 xy3z2 x2yz4 x3yz3

x2yz4 x2y3z x3yz3 x4yz2

y3z3 xy3z2 x2y3z
xyz5 x2yz4 x3yz3

x2yz4 x3yz3 x4yz2

y3z3 xyz5 x2yz4

xy3z2 x2yz4 x3yz3

x2y3z x3yz3 x4yz2

yz6 y3z3 xyz5 x2yz4

y3z3 y5 xy3z2 x2y3z
xyz5 xy3z2 x2yz4 x3yz3

x2yz4 x2y3z x3yz3 x4yz2

y3z3 x2yz4

xy3z2 y3z3

y3z3 xyz5 x2yz4

xy3z2 x2yz4 x3yz3

x2y3z x3yz3 x4yz2

y3z3 y3z3 x2yz4

xy3z2 x3yz3 y3z3

Observe that, after reducing monomials as detailed above, each of the 12
x3yz3 entries is the highest ranked monomial in its respective row or column
up to that entry. Thus, by definition, x3yz3 is weakly well behaving, although
in no box is x3yz3 well behaving. So, the Ñ number associated with x3yz3

is 32, while the N -number is only 16.
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Likewise, y2z3 has 12 well-behaving terms, but adds 8 more weakly well-
behaving terms. Hence, its Ñ number is 20.

3.2 Two cousins: a [48,41,4] and a [48,36,6] family

Consider the four (F4, F2)-polynomials belonging to the set S = {x3
1 +1, x3

1 +
x2

1 + x1, x
3
1 + α2x2

1 + αx, and x3
1 + αx2

1 + α2x1}. Let I = 〈f(x)〉, for f ∈ S.
V (I) has 48 members and since there are no consistency relationships, Nr =
Ñr = A = A+=number of divisors of hr for each hr ∈ ∆(I). For codes of
this family with dimension 41, the advisory bound δA = 4; with dimension
36, δA = 6; both bounds are ties with the best known codes.

3.3 A [46,39,4] family

This family consists of polynomials of the form x1x2x3(1 + c · xixjxk), where
0 ≤ i, j, k ≤ 2, (i, j, k) 6= (1, 1, 1), and c ∈ {1, α, α2}. Thus there are 76 family
members, each of which has 46 solutions. Because there are no consistency
relationships, all bounds coincide and yield a tie in minimum distance (=4)
for dimension 39.

3.4 More cousins: an [85,77,4] and a [67,59,4] family

This family consists of polynomials of the form {x1x2x
e1
4 + xe2

1 xe3
2 xe4

3 , x2
4 +

xe5
3 x4}. Of the 243 members of this family, 9 have 85 solutions and the

remaining 234 have 67 solutions. All tie the best known minimum distance:
the 85 solution codes at dimension 77 and the 67 solution codes at dimension
59.

3.5 Another [32,9,15] family

Consider polynomials of the form cx2
1x3 + c2x1x

2
3 + f(x2) + g(x1, x3), where

c ∈ {1, α, α2}, f ∈ (F4, F2), deg(f) = 2, and g(x, z) = h(x) + l(x), where
h, l ∈ (F4, F2) and deg(h) ≤ 2, deg(l) ≤ 3. The family has 576 members, each
with 32 solutions. Clearly, x2

1x3 ∼ x2
2. We wish to employ the methods of

section 3.1, with slight variation. For this family, select the following weights:
wt(x1) = 8, wt(x2) = 9, wt(x3) = 2. Notice, then, that the weight of each
hr ∈ H is distinct.
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Remark 3.1. If wt(hr) is distinct in H for each hr in H, then Nr = Ñr =
Ar = A+

r for each hr in H.
To see this, notice first that if hi,j ∼ hr is the only entry in M(a,b), then

(i, j) ∈ Nr. This follows because hi,j ∼ hr, where hi,j is alone in M(a,b),
implies that for all (u, v) such that 1 ≤ u ≤ i and 1 ≤ v ≤ j, (u, v) 6= (i, j),
hu,v ∈ L(r − 1). Hence, hi,j is well-behaving, so by definition, (i, j) ∈ Nr.

Now if for each hr ∈ H, wt(hr) is distinct, then each M(a,b) ∈ Cr has one
entry. So, in this case, Nr = {(i, j) : hi,j ∼ hr}. But then, Nr = Br, which
by the inequalities given in Section 2, implies that Nr = Ñr = Ar = A+

r for
each hr in H.

Thus, the following chart results.

Another Bound Comparison Example
hr 1 z x z2 y xz z3 yz
Nr 1 2 2 3 2 4 4 4

hr x2 xz2 xy yz2 y2 xz3 xyz x3

Nr 3 6 4 6 3 6 8 4

hr yz3 y2z x2y xyz2 xy2 y2z2 y3 xyz3

Nr 8 6 9 8 4 12 12 9

hr xy2z x3y y3z xy2z2 xy3 y3z2 xy3z xy3z2

Nr 15 8 16 18 12 12 24 16
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