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Abstract

Considera1, a2, . . . , an ∈ N with gcd(a1, . . . , an) = 1. Let S be{
∑

i aixi | xi ∈ N0, i ∈ [1, n]},
the numerical monoid generated by theai. Then there exists a numberg such thatg 6∈ S andy > g ⇒
y ∈ S.

Findingg is the classical Frobenius problem (sometimes called the Frobenius Coin-Change prob-
lem), a subject heavily studied in literature. In this paper, instead of numbers inN, we consider vectors
in Zr. Using this approach, we generalize many one-dimensional theorems proven in earlier papers,
and prove new structural facts unique to higher-dimensional cases.

1 Definitions

Let V = {v1, . . . ,vk} ⊂ Zr. DefineSN0(v1, . . . ,vk) to be the set{c1v1 + · · · + ckvk|c1, . . . , ck ∈
N0}. Similarly setSN(v1, . . . ,vk) = {c1v1+· · ·+ckvk|c1, . . . , ck ∈ N}, SZ(v1, . . . ,vk) = {c1v1+
· · ·+ ckvk|c1, . . . , ck ∈ Z} andSR(v1, . . . ,vk) = {α1v1 + · · ·+ αkvk|α1, . . . , αk ∈ R}.

We sayT ⊆ Zr is denseif there is somex ∈ T such thatx + ei ∈ T for all i = 1, . . . , r, whereei

are the standard basis vectors. We sayT ⊆ Zr is volumeif it is not contained in any(r−1)-dimensional
subspace ofRr.

Define asimple coneto be a set of the form{α1v1 + · · · + αrvr|α1, . . . , αr ∈ R≥0} ∩ Zr
0 where

the vectorsv1, . . . ,vr are linearly independent overRr. We sayv1, . . . ,vr are the bounding vectors.
Definecone(a) for a ∈ Rr as the set{a+α1v1 + · · ·+αkvk|α1, . . . , αk ∈ R andα1, . . . , αk ≥ 0} ∩
Zr. Define theintcone(a) to be{a+ α1v1 + · · ·+ αkvk|α1, . . . , αk ∈ R andα1, . . . , αk > 0} ∩ Zr.
Similarly we definesimplecone(a) to be{a+α1v1+· · ·+αrvr|α1, . . . , αr ∈ R andα1, . . . , αr > 0}

Let RH ∈ Rr be the set of all points such that for allq ∈ RH and fori = 1, . . . , r there exist

α1, . . . , αr ∈ R with αi = 0 andq +
r∑

i=1
αivi ∈ Zr.

We can define a vector relation wherea < b if cone(a) ⊃ cone(b). This relation is clearly
reflexive and antisymmetric. Suppose thata1 ≤ a2 anda2 ≤ a3. Now there exist non-negative reals
α1, . . . , αk, α

′
1, . . . , αk

′ such thata1 + α1v1 + . . . + αkvk = a2 anda2 + α
′
1v1 + . . . + α

′
kvk = a3.

Adding these equations we see thata1 + (α1 + α
′
1)v1 + . . . + (αk + α

′
k)vk = a3. Thusa1 ≤ a3 and

the relation is a partial ordering.
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We will useS to refer to either one of the setsSN0 or SN. Define a vectora ∈ RH to becomplete
in S if every vector inintcone(a) is in S. Definev ∈ RH to be anf-vector if v is complete inSN
and there is noa < v such thata is also complete. Definef(v1, . . . ,vk), or thef-set, as the set of
f-vectors. Definev ∈ RH to be ag-vectorif v is complete inSN0 and there is noa < v such thata
is also complete. Defineg(v1, . . . ,vk), or theg-set, as the set of g-vectors. alla ∈ SN complete,a ∈
cone(v).

Letv1, . . . ,vk ∈ Zr andV = [v1, . . . ,vk]. We can selectr column vectors to form anr×r matrix
in
(
k
r

)
ways. Let m =

(
k
r

)
. We will label their determinatesd1, · · · , dm. Definegcd(v1, . . . ,vk) as

gcd(v1, . . . ,vk) = gcd(d1, . . . , dm). We definegcd(V ) asgcd(V ) = gcd(v1, . . . ,vk).
Let V = {v1,v2, . . . ,vk}. Assumev1,v2, . . . ,vr ∈ Zr are linearly independent. LetA be the

matrix with columnsv1,v2, . . . ,vr. Let m(V,a) be the set of minimal vectors for the equivalence
class[a], i.eω ∈ m(V,a) iff ω ∈ S, ω ≡ a mod (A) and for allq ≡ a mod (A) eitherω ≤ q or ω
is incomparable toq by cone partial ordering.

Let m(V) be all the minimal vectors. In other wordsm(V ) =
⋃

m(V,a) whena ranges through
all the equivalence classes.

We define a fundamental domain of a vectorv:

fund(v) = {v +
r∑

i=1
αivi | αi ∈ R , 0 < αi ≤ 1 for i ∈ [1, r]} ∩ Zr.

Givenv1, . . . ,vr, let Pi : Rr → R be defined asPi(α1v1 + . . . + αrvr) = αi. {v1, . . . ,vr} is an
R-basis forRr so the function is well defined. This function is also a homomorphism. Clearly for any

vectorv, we havev =
r∑

i=1

(
Pi(v)vi

)
. LetVA = v1 + . . . + vr.

ForD, a finite subset ofRH, we definelub(D) as a minimal vector inRH greater than or equal to
all vectors inD.

1.1 Cone Ordering

Lemma 1. Assumex,y ∈ Rr in the simple cone, such thatx =
r∑

i=1
αivi and y =

r∑
i=1

βivi where

αi,βi ∈ R0. x ≥ y if and only if for all i αi ≥ βi

Proof. Assumex ≥ y. Thereforex ∈ cone(y) hencex = y +
r∑

i=1
γivi whereγi ∈ R0 Therefore

x =
r∑

i=1

(βi + γi)vi

and by uniqueness of representations(βi + γi) = αi. Henceαi = βi + γi ≥ βi.
Assume for alli ∈ [1, r] we haveαi ≥ βi. Therefore there existsγi ≥ 0 such thatαi = βi + γi.

Hence

x =
r∑

i=1

αivi =
r∑

i=1

(βi + γi)vi =
r∑

i=1

βivi +
r∑

i=1

γivi = y +
r∑

i=1

γivi

Hencex ∈ cone(y), thereforex ≥ y.

Lemma 1 can also be written in the following form:

Lemma 2. Given a simple cone,x ≥ y if and only ifPi(x) ≥ Pi(y) for i = 1, . . . , r.
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1.2 Thef -set andg-set

Lemma 3. Letv1, . . . ,vk ∈ Zr. Thenv is complete inSN0(v1, . . . ,vk) if and only ifw = v + v1 +
. . . + vk is complete inSN(v1, . . . ,vk).

Proof. “=⇒” Let v be a complete vector inSN0(v1, . . . ,vk). This means that all the lattice points in
intcone(v) are inSN0 . Let u = w +

∑k
i=1 αivi with αi ∈ R>0 be a point inintcone(w). We have

u = v +
∑k

i=1(αi + 1)vi. If u is a lattice point thenu− (v1 + . . . + vk) is also a lattice point. Since
v is complete andu − (v1 + . . . + vk) = v +

∑k
i=1 αivi ∈ cone(v), it must also be inSN0 . So we

can writeu =
∑k

i=1 divi + (v1 + . . . + vk) for somedi ∈ N0. Thenu =
∑k

i=1(di + 1)vi. Since
di + 1 ∈ N it follows thatu ∈ SN sow is complete inSN.
“⇐=” The proof goes similarly in the other direction. Letw be a complete vector inSN(v1, . . . ,vk),
so all the lattice points inintcone(w) are inSN. Letu = v +

∑k
i=1 αivi with αi ∈ R>0 be a point in

the interior ofcone(v). We haveu = w−
∑k

i=1(αi+1)vi. If u is a lattice point thenu+(v1+. . .+vk)
is also a lattice point. Sincew is complete andu + (v1 + . . . + vk) = w +

∑k
i=1 αivi ∈ cone(v),

it must also be inSN0 . So we can writeu =
∑k

i=1 divi − (v1 + . . . + vk) for somedi ∈ N. Then
u =

∑k
i=1(di − 1)vi. Sincedi − 1 ∈ N0 it follows thatu ∈ SN0 sov is complete inSN0 .

Lemma 4. Let v1, . . . ,vk ∈ Nr
0. Theng is in theg-set ofv1, . . . ,vk if and only if f = g + (v1 +

. . . + vk) is in thef -set ofv1, . . . ,vk.

Proof. “=⇒” By Lemma 3, sinceg is complete,f is also complete. We have to show that there exists
no vectora ∈ Zr, a < f which is complete inSN. Suppose there is such ana. Thena− (v1 + . . . +
vk) < g is also complete by the same lemma. Contradiction becauseg is in theg-set so it is minimal.
Hencef is minimal so it is in thef -set ofv1, . . . ,vk. The proof is similar in the other direction.

1.3 Characterization of Density and Volume

Lemma 5. S is dense⇔ ei ∈ SZ for all i ∈ [1, r].

Proof. “=⇒” If S is dense then there is somev ∈ S such thatv + ei ∈ S for all i ∈ [1, r]. Then
eachei can be written as a linear combination of the vectorsvi with integer coefficients by taking
(v + ei)− v ∈ SZ. Henceei ∈ SZ for all i ∈ [1, r].
“⇐=” If ei ∈ SZ then there existcij ∈ Z such thatei =

∑k
j=1cijvj, for all i ∈ [1, r].

Choosecj > |cij |, for all j ∈ [1, k], i ∈ [1, r]. Let a =
∑k

j=1cjvj, soa ∈ S. Thena + ei =∑k
j=1(cij +cj)vj. Sincecij +cj ≥ 1 it follows thata+ei ∈ S for all i ∈ [1, r]. HenceS is dense.

Lemma 6. Let r > k. ThenS is not dense.

Proof. It has been proven by Novikov [3] that ifS is volume thenr ≤ k. Hence ifr > k, S is not
volume and cannot be dense. We give here another proof to this statement.

AssumeS is dense. LetA be the matrix with column vectorsv1, . . . ,vk. ThenA ∈ Mr×k(Z).
From Lemma 5, sinceS is dense, every basis vector can be written as a linear combination with integer
coefficients of the vectorsv1, . . . ,vk. Hence there existsci ∈ Mn×1(Z) , i = 1, . . . , r such that

A · c1 = e1

A · c2 = e2

...

A · cr = er
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We haveAC = Ir, whereC ∈ Mr(Z) is the matrix with the vectorsci as columns. Since rankA ≤
k < r det AC = 0, hence we cannot haveAC = Ir. Contradiction, soS is not dense.

Lemma 7. S = SN0(V ) is volume if and only ifgcd(V ) 6= ∞.

Proof. First, suppose thatS is volume. This means that there existr vectors inV which are linearly
independent. Thus, the matrixM containing these vectors as columns has nonzero determinant. We
know thatM (or a permutation of its columns) appears in the list of matrices used to calculategcd(V ).
Therefore,gcd(V ) 6= ∞ since we know at least one of the matrices has nonzero determinant.

Now suppose thatgcd(V ) 6= ∞. That means there exists at least one matrixM in the list of matri-
ces used to calculategcd(V ) which has nonzero determinant. The column vectors of the corresponding
matrix M must then be linearly independent overRr, so we have at leastr linearly independent vec-
tors. However, we have at mostr linearly independent vectors inRr, soV has rankr. Thus,S is
volume.

1.4 Generalizing GCD to Vectors

Lemma 8. SupposeV = {v1, ...,vk} with gcd(V ) = d. Thendei ∈ SZ(V ) for i ∈ [1, r].

Proof. Let M1, . . . ,Mm be the matrices that can be formed by choosingr distinct columns from
v1, ...,vk, and letdn = |Mn| for n ∈ [1,m]. We will prove that fori ∈ [1, r] andn ∈ [1,m], we have
dnei ∈ SZ(V ). Fordn = 0 the claim is trivial, so supposedn 6= 0. We haveM−1

n = 1
|Mn|adj(Mn). So

Mn · adj(Mn) = |Mn|Ir = dnIr. Becauseadj(Mn) ∈ Mr(Z), the columns ofdnIr are integer linear
combinations of the columns ofMn. The columns ofMn are inV and the columns ofdnIr arednei

which provesdnei ∈ SZ(V ). Becaused is an integer linear combination ofd1, . . . , dm, we know that
dei is an integer linear combination ofd1ei, . . . , dmei for i ∈ [1, r]. Thus fori ∈ [1, r], dei ∈ SZ(V ).

Theorem 1. S(V ) is dense iffgcd(V ) = 1.

Proof. Suppose thatV = {v1, ...,vk} with gcd(V ) = 1. By Lemmas 8,ei ∈ S for i ∈ [1, r]. By
Lemma 5,S(V ) is dense.

Next supposeS(V ) is dense. LetM1, . . . ,Mm be the matrices that can be formed by choosingr
distinct columns fromv1, ...,vk, and letdn = |Mn| for n ∈ [1,m]. Let W be ther × k matrix whose
columns arev1, . . . ,vk. By Lemma 5,ei can be written as an integer linear combination ofv1, . . . ,vk

for i = 1, . . . , r. Thus the exists a matrixB ∈ Mk×r(Z) such thatWB = Ir.
If T is a subset of{1, . . ., k} with r elements, we writeWT for them×m matrix whose columns

are those columns ofW that have indices fromT . Similarly, we writeBT for them×m matrix whose
rows are those rows ofB that have indices fromT . The Cauchy-Binet formula then states

|WB| =
∑
T

|WT | · |BT |

whereT goes over allr element subsets of{1, . . ., k}.
Thus |WB| is a linear combination of the determinants of the minors ofW , there the coeffients

are minors ofB and thus integers. But|WB| = 1 and the minors ofW ared1, . . . , dm, thus1 =
gcd(d1, ..., dm) = gcd(v1, . . . ,vk) = gcd(V ).

Note that this is a natural generalization of the1-dimensional case, in which case we have two
adjacent integers inS if and only if the generators havegcd = 1 in the classical definition ofgcd.
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Lemma 9. LetV = {v1, . . . ,vl} andW = {w1, . . . ,wm} be two sets of vectors inZr. Suppose that
SZ(V ) ⊂ SZ(W ). Thengcd(W )| gcd(V ).

Proof. Let

[ va1 va2 . . . var ]

be a matrix contributing togcd(V ), where thevai
’s are vectors inV . Becausevai

∈ SZ(W ), we
may write eachvai

as a linearZ-combination of vectors inW , giving the form

[
∑

a1iwi
∑

a2iwi . . .
∑

ariwi ]

where each sum is overi with 1 ≤ i ≤ l.
By this reasoning, we see that this determinant, used in the calculation ofgcd(V ), is a linear com-

bination of determinants used in the calculation ofgcd(W ). Thusgcd(W ) divides this determinant.
We can then conclude thatgcd(W ) divides every matrix used in the calculation ofgcd(V ), which gives
us thatgcd(W )| gcd(V ).

Corollary 1. If SZ(V ) = SZ(W ), thengcd(V ) = gcd(W ).

1.5 Useful Lemmas

Following lemmas are for simple cones

Lemma 10. In a simple cone.intcone(a) = {a +
r∑

i=1
αivi|αi ∈ R, i ∈ [1, r] andαi > 0}

⋂
Zr

Proof.

intcone(a) = {a +
k∑

i=1

αivi|αi ∈ R, i ∈ [1, k] andαi > 0}
⋂

Zr.

Let, h ∈ intcone(a) andh = a +
k∑

i=1
αivi . Henceh = h′ + h

′′
whereh′ ∈ simplecone(a) and

h
′′

=
∑
i>r

αivi with αi > 0. But vi ∈ simplecone(a) for i > r. Henceh ∈ simplecone(a).

Lemma 11. fund(g) ⊂ intcone(g).

Proof. Using Lemma 10:

fund(g) = {g +
r∑

i=1

αivi|αi ∈ R,αi ∈ (0, 1] for i ∈ [1, r]}
⋂

Zr ⊂

{g +
r∑

i=1

αivi|αi ∈ R>0}
⋂

Zr = intcone(g)

Lemma 12. g ∈ c(V ) if and only iffund(g) ⊂ S
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Proof. Assumeg ∈ c(V ). And for the sake of contradiction, assumefund(g) 6⊂ S then there exists
w ∈ fund(g) such thatw 6∈ S. By Lemma 11w ∈ fund(g) impliesw ∈ intcone(g) therefore
w ∈ S. Contradiction.

Assumefund(g) ⊂ S. Letw ∈ intcone(g). Then, by Lemma 10,

w =
r∑

i=1

αivi whereαi ∈ R for i ∈ [1, r].

Let ci, γi be such thatαi = ci + γi whereci ∈ N0, γi ∈ R andγi < 1 for i ∈ [1, r]. And let

w′ =
r∑

i=1

γivi whereγi ∈ R for i ∈ [1, r].

Notew = w′ +
r∑

i=1
civi = w′ + w

′′
, with w

′′ ∈ S.

w′ ∈ fund(g) hencew′ ∈ S hence(w′ + w
′′
) ∈ S, thereforew ∈ S.

Theorem 2. If ω′ ≥ ω ∈ S andω′ ≡ ω mod (A) thenω′ ∈ S.

Proof. Let ω′ =
r∑

i=1
αivi for αi ∈ R andω =

r∑
i=1

βivi for βi ∈ R. By Lemma 27ci = αi − βi ∈ Z.

Sinceω ∈ S thenω =
k∑

i=1
bivi wherebi ∈ Z for i ∈ [1, k]. Hence

ω′ = ω +
r∑

i=1

civi =

(
r∑

i=1

(bi + ci)vi

)
+

(
k∑

i=r+1

bivi

)
.

Henceω′ ∈ S.

Corollary 2. If ω′ ≥ ω ∈ m(V ) andω′ ≡ ω mod (A) thenω′ ∈ S.

Lemma 13. ω ∈ m(V ) if and only ifω − vi 6∈ S for i ∈ [1, r] andω ∈ S.

Proof. Let ω ∈ m(V ). Assume that for somei, ω − vi ∈ S. Thenω′ = ω − vi ≡ ω mod (A) and
ω′ < ω. Contradiction by Theorem 2.

Let wi = ω − vi 6∈ S for i ∈ [1, r] andω ∈ S. Assumeq ≡ ω mod (A) andq < ω andq ∈ S
Hence(ω − q) ∈ S(v1, . . . ,vr). So(ω − x) > vi for somei. Sowi = (ω − vi) > x andwi 6∈ S,
contradiction to Theorem 2.

Therefore∀q < ω, q 6∈ S, together with the fact thatω ∈ S we concludeω ∈ m(V ).

Lemma 14. If v ∈ S, there existsω ∈ m(V ) with ω ≡ v mod (A).

Proof. Let w1 = v. w1,w2, . . . wherewi −wi+1 = vf(i) for somef(i) ∈ [1, r] and∀j, wj ∈ S. If
vf(i) cannot be chosen, that iswi − vj 6∈ S ∀j ∈ [1, r], then by Lemma 13wi ∈ m(V ).

But |{x | 0 ≤ x ≤ v}| ≤ ∞ so this must stop.

Lemma 15. If g′ ∈ c(V ), there existsg ≤ g′ such thatg ∈ g(V ).
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Proof. Let T = {v ∈ RH
⋂

c(V ) | v ≤ g′}. T is finite, since|{x | −VA ≤ x ≤ g′}| ≤ ∞.
Let g ∈ T be minimal in T. Then there doesn’t existh < g such thath ∈ T , which means that

if h < g then eitherh 6∈ c(V ) or h 6∈ RH, this fact together withg ∈ c(V ) andg ∈ RH implies
g ∈ g(V ).

Lemma 16. If a ∈ cone(b), thenb ≤ a.

Proof. Sincea ∈ cone(b) it means thata = b +
r∑

i=1
αivi for someαi ∈ R≥0. Letv ∈ cone(a). Then

v = a +
r∑

i=1
βivi for someβi ∈ R≥0. Hencev = b +

r∑
i=1

(βi + αi)vi. Sov ∈ cone(b). Therefore

cone(a) ⊆ cone(b) and this implies thatb ≤ a.

Lemma 17. If a ∈ fund(b), thenb ≤ a.

Proof. By definitiona ∈ fund(b) means thata = b +
r∑

i=1
αivi, for someαi ∈ R≥0. Hencea ∈

cone(b), sob ≤ a by Lemma 16.

Lemma 18. If a,b, c ∈ Rr, thena ≤ b ⇐⇒ a + c ≤ b + c.

Proof. It is sufficient to prove this in the forward direction. We havea ≤ b ⇒ cone(b) ⊆ cone(a).

Henceb ∈ cone(a) sob = a +
r∑

i=1
αivi, for someαi ∈ R≥0. Thenb + c = a + c +

r∑
i=1

αivi, hence

b + c ∈ cone(a + c). Then by Lemma 16 it follows thata + c ≤ b + c.

Lemma 19. If a,b ∈ Rr andc ∈ cone(0), thena ≤ b ⇒ a ≤ b + c.

Proof. We havea ≤ b ⇒ cone(b) ⊆ cone(a). Henceb ∈ cone(a) so b = a +
r∑

i=1
αivi, for

someαi ∈ R≥0. Sincec ∈ cone(0) we can writec =
r∑

i=1
βivi, for someβi ∈ R≥0. We have

b + c = a +
r∑

i=1
(αi + βi)vi, henceb + c ∈ cone(a) and it follows thata ≤ b + c.

Lemma 20. LetD = {d1, ...,dm} wheredi ∈ RH. Thenlub(D) is unique, and can be computed as
follows:

lub(D) =
r∑

i=1

max
j∈[1,m]

(
Pi(dj)

)
vi

Proof. Now for all j = 1, . . . ,m we have
r∑

i=1
max

y∈[1,m]

(
Pi(dy)

)
vi ≥

r∑
i=1

(
Pi(dj)

)
vi = dj. Thus

r∑
i=1

max
j∈[1,m]

(
Pi(dj)

)
vi is greater than or equal to all vectors inD.

Now supposew is greater than or equal to all vectors inD. For all i = 1, . . . , r and for allj =
1, . . . ,m we havePi(w) ≥ Pi(dj). ThusPi(w) ≥ max

y∈[1,m]

(
Pi(dy)

)
= Pi

(
max

y∈[1,m]

(
Pi(dy)

)
vi

)
=

= Pi

( r∑
x=1

max
y∈[1,m]

(
Px(dy)

)
vx

)
. Finally, we can conclude that

r∑
i=1

max
j∈[1,m]

(
Pi(dj)

)
vi is the unique min-

imum with the desired properties.
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1.6 Two Lemmas on Multiplying by D

We will assume thatD is a nonsingular matrix with rational coefficients:

Lemma 21. Suppose we have a cone generated byv1, . . . , vk with bounding vectorsv1, . . . , vn in Zr.
Then the cone generated byDv1, . . . , Dvk, whereD is nonsingular, has bounding vectorsDv1, . . . , Dvn.

Proof. First, we show thatDv1, . . . , Dvn generate everything else. The points in the new cone have
the form

∑
1≤i≤n

aiDvi = D(
∑

1≤i≤n

aivi)

= D(
∑

1≤i≤k

bivi)

=
∑

1≤i≤k

biDvi,

whereai andbi are nonnegative rationals, and in the second step we used the fact thatv1, . . . , vk

generatev1, . . . , vn.
Now, it suffices to show that each of theDvi is actually a vertex on the convex hull ofSR(Dv1, . . . , Dvr).

If not, then without loss of generalityDv1 can be written as a linear combination of the otherDvi, and
we have

Dv1 =
∑

2≤i≤k

aiDvi

v1 =
∑

2≤i≤k

aivi,

a contradiction since thevi were vertices on the convex hull ofSR(v1, . . . , vr).

The main use of this lemma is that we get a well-defined cone, so cone-ordering by inclusion still
makes sense. Knowing this, we show that:

Lemma 22. a ≤ b in SR(v1, . . . , vr) if and only ifDa ≤ Db in SR(Dv1, . . . , Dvr).

Proof. This is really a problem of semantics. Note that the left-hand side simply means:

b− a =
∑

i

civi,

where theci are nonnegative. This obviously implies:

Db−Da =
∑

i

ciDvi,

which is just the right-hand side. The converse is almost identical (note we can invert sinceD is
assumed to be nonsingular).

These results tell us that the points in the two cones have the same partial ordering and very similar
structure.
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1.7 G-vector test

Theorem 3. If g is complete theng ∈ g(V ) if and only if for all i = 1, . . . , r there existα1, . . . , αr ∈
R≥0 such thatαi = 0 andg +

r∑
i=1

αivi ∈ Zr − S.

Proof. Supposeg 6∈ g(V ). Then there exist a complete pointg
′ ∈ RH with g

′
< g. There exists

somei ∈ [1, r], such thatPi(g
′
) < Pi(g). Now for any vector inZr of the formg +

r∑
i=1

αivi with

α1, . . . , αr ∈ R≥0 andαi = 0 we haveg+
r∑

i=1
αivi ≥ g

′
+
(
Pi(g)−Pi(g

′
)
)
+

r∑
i=1

αivi ∈ intcone(g
′
) ⊂

S. Thusg +
r∑

i=1
αivi 6∈ Zr − S.

Now supposeg ∈ g(V ). By Lemma 33, there existq1, . . . , qr ∈ Q such thatRH = {
r∑

i=1
qicivi|c1, . . . , cr ∈

Z}. For i = 1, . . . , r we know thatg
′
= g − qivi is not complete. Thus there exists a vectorx ∈ Zr,

with x 6∈ S andx ∈ intcone(g
′
). There existα1, . . . , αr ∈ R>0 such thatx = g

′
+

r∑
i=1

αivi.

Becauseαi > 0 andx ∈ RH, αi ≥ qi. But x 6∈ intcone(g) so αi ≤ qi andαi = qi. Thus

x = g − qivi +
r∑

j=1
αjvi = g +

r∑
j=1,i6=j

αjvj ∈ Zr − S.

1.8 Reduction by GCD

Lemma 23. LetD ∈ Mr×r(Z). Thengcd(Dv1, . . . , Dvk) = |D| gcd(v1, . . . ,vk).

Proof. Let n =
(
k
r

)
andM1, . . . ,Mn be the matrices formed by takingr distinct column vectors from

{v1, . . . ,vk}. NowDM1, . . . , DMn are the matrices formed by takingr distinct column vectors from
{Dv1, . . . , Dvk}. Now

gcd(Dv1, . . . , Dvk) = gcd(|DM1|, . . . , |DMn|)
= |D| gcd(|M1|, . . . , |Mn|)
= |D| gcd(v1, . . . ,vk).

Let p be a prime number. Letj be maximal in[0, r] such that the firstj rows contain some entry
not divisible byp. For i ∈ [1, j], let ci be minimal so thatp 6 |vici . We say that matrixV is in p-form if
the following conditions hold:

1) c1 < c2 < . . . < cj .
2) The lastr − j rows have only entries that are multiples ofp.

Lemma 24. For anyV , there exists anr × r integer matrixA such thatAV is in p-form and|A| = 1.

Proof. Left multiplying V by an invertible matrix is equivalent to performing a series of elementary
row operations onV , so all we must prove is thatV can be put in p-form using elementary row
operations. First will prove the lemma for a column matrix.

If p divides all entries,V is already in p-form. Suppose that not all entries are divisible byp. We
can permute the rows so that some entry,a, not divisible byp is at the top. Becausep 6 | a, the sequence
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0, a, 2a, . . . , (p− 1)a is a complete set of residues (modp). Now for any entry below the first, we can
add it to a multiple ofa so that the sum is divisible byp. Thus through elementary row operations we
can make all entries, besidesa, divisible byp. ThusV can be put in p-form which proves the base case.

We will induct onk. The base casek = 1 has already been proven. Suppose the lemma is true for
k − 1. First, we can perform elementary row operations so that the left1× r sub-matrix is in p-form.
Case 1, All entries in the first column are divisible byp:
We can put the rightr× (k− 1) matrix in p-form through elementary row operations, by the inductive
assumption. These row operations will leave all entries in the first column divisible byp. This putsV
in p-form.
Case 2, In the first column, only the top entry is not divisible byp:
We can put the lower right(r − 1) × (k − 1) matrix in p-form through elementary row operations on
the bottomr − 1 rows. These row operations will leave the bottomr − 1 entries in the first column
divisible byp. This putsV in p-form, and proves the lemma.

Lemma 25. Let p be a prime withp|d = gcd(V ). Then there existV
′ ∈ Mr×k[Z] andP ∈ Mr×r[Z]

such thatV = PV
′
and|P | = p.

Proof. By lemma 24, there exists anA ∈ Mr×r[Z] and such that|A| = 1 andAV is in p-form.
Suppose for contradiction thatj = r. LetM be ther× r matrix with columnsvc1 , . . . , vcr . Evaluating
(mod p), M is upper triangular so|M | ≡ v1c1v2c2 . . . vrcr 6≡ 0, because none ofv1c1 , . . . , vrcr are
divisible by p. Thus |M | cannot be divisible byp. But p|d = gcd(v1, . . . ,vk) and the columns
of M come fromv1, . . . ,vk, sop must divide|M |, which is a contradiction. Thusj < r, and all
entries in the bottom row ofAV are divisible byp. Let B be the diagonalr × r matrix with the
first r − 1 diagonal entries equal to1 and the last diagonal entry equal top. Let P = A−1B and
V

′
= B−1AV ∈ Mr×k[Q]. Left multiplying by B−1 divides each entry on the bottom row by

p, thusV
′

= B−1AV ∈ Mr×k[Z]. Also, |P | = |A−1B| = |A|−1|B| = 1 × p = p. Finally,
V = (A−1B)(B−1AV ) = PV ′ which proves the lemma.

Theorem 4. Let d
′

be an integer such thatd
′ |d. Then there existV

′ ∈ Mr×k[Z] andD ∈ Mr×r[Z]
such thatV = DV

′
and|D| = d

′
andgcd(V

′
) = d

d′ .

Proof. Let p1, . . . , pn be primes withd
′

= p1p2 . . . pn. We will induct onn. The base casen = 1
is lemma 25. Suppose the theorem is true forn − 1. There exist matricesD

′ ∈ Mr×r[Z] andV
′′ ∈

Mr×k[Z] such thatV = D
′
V

′′
and |D′ | = p1p2 . . . pn−1. But by lemma 23,p1p2 . . . pn = d

′ |
d = gcd(V ) = gcd(D

′
V ′′) = |D′ | gcd(V

′′
) = p1p2 . . . pn−1 gcd(V

′′
). Thuspn| gcd(V

′′
). By lemma

25, there existV
′ ∈ Mr×k[Z] andP ∈ Mr×r[Z] such thatV

′′
= PV

′
and|P | = pn. Let D = D

′
P .

Now |D| = |D′ ||P | = (p1 . . . pn−1)(pn) = d. ThusV = D
′
V

′′
= D

′
PV

′
= DV

′
. By lemma 23,

d
d′ = gcd(V )

d′ = gcd(DV
′
)

d′ = |D|gcd(V
′
)

d′ = gcd(V
′
), which proves the theorem.

2 Unique g-vector

Lemma 26. Letv ∈ RH such thatcone(v) ⊂ S. Then there existsv′ ∈ RH such thatv′ < v andv′

is complete.

Proof. Let < c1, . . . , cr > be the RH-coordinates ofv. Takev′ with the RH-coordinates< c1 −
1, . . . , cr − 1 >. We then havev′ < v. By the definition of RH-coordinates there are no lattice points
strictly in between the boundaries of the cones ofv andv′. Hencev′ is complete.
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Theorem 5. Let g be ag-vector. Theng is the uniqueg-vector if and only if for alli ∈ [1, r] there

existswi =
r∑

j=1
αjvj ∈ Zr with α1, . . . , αr ∈ (0, 1] andαi = 0 such that for allk ∈ Z≥0, g+k(VA−

vi) + wi 6∈ S.

Proof. We will prove first that ifg is ag-vector satisfying the condition above, theng is unique.
Assume there exists anotherg-vector, call itg′. Sinceg andg′ are both minimal complete they

are not comparable. So there existl andm integers,1 ≤ l, m ≤ r such thatPl(g) > Pl(g′) and
Pm(g) < Pm(g′).

For l as above there exist vectorsak = g + k(VA − vl) + wl such that for allk ≥ 0, ak 6∈ S.
For j 6= l we havePj(ak) = Pj(g) + k + Pj(wj). Choosec ∈ Z such thatc > max

j
(Pj(g′) −

Pj(g)). ThenPj(ac) = Pj(g) + c + Pj(wj) > Pj(g′) for j 6= l, by the choice ofc, andPl(ac) =
Pl(g) > Pl(g′). Henceac ∈ intcone(g′). But ac 6∈ S sog′ is not complete. It follows thatg is the
uniqueg-vector.

In the other direction we will prove the contrapositive. Letg be ag-vector. There exists some

i, i ∈ [1, r] such that for allwα =
r∑

j=1
αjvj ∈ Zr with αi = 0 andαj ∈ (0, 1], j 6= i there exists

kα ∈ Z≥0 such thatg + kα(VA − vi) + wα ∈ S.

There are a finite number of points of the form
r∑

j=1
αjvj ∈ Zr with αi = 0 andαj ∈ (0, 1], j 6= i,

specifically at mostdet(A). Let kmax be the maximumkα over all points of this form. Letv =
g + kmax(VA − vi).

We will prove thatcone(v) ⊂ S. We haveintcone(v) ⊂ intcone(g) ⊂ S.

Let w ∈ ∂cone(v). We can consider two cases. Ifw = v +
r∑

j=1
βjvj with βi > 0 andβj = 0 for

somej 6= i. We havePj(w) = Pj(v) + βj = Pj(g) + kmax + βj > Pj(g) for all j 6= i. We also have
Pi(w) = Pi(v) + βi > Pi(v) = Pi(g). Thereforew > g, sow ∈ intcone(g) ⊂ S.

If w = v +
r∑

j=1
βjvj with βi = 0 thenPi(w) = Pi(v) = Pi(g). We havew = g + kmax(VA −

vi) +
r∑

j=1
βjvj. By our assumption there existskβ such thatw′ = g + kβ(VA − vi) +

r∑
j=1

βjvj ∈ S.

We then havew−w′ = (kmax− kβ)(VA−vi). Sincekβ ≤ kmax andw′ ∈ S it follows thatw ∈ S.
So we havecone(v) ⊂ S.

Hence by Lemma 26 we can find another vectorv′ < v such thatv′ is complete. SoPi(v′) <
Pi(v) = Pi(g) for all i ∈ [1, r]. By Lemma 15 there existsg′ ≤ v′ such thatg′ is ag-vector. Since
Pi(g′) ≤ Pi(v′) < Pi(g) we cannot haveg′ = g. We cannot haveg′ < g becauseg is minimal
complete. So there exists anotherg-vectorg′.

3 Minimal Elements in Sublattices of Congruence Classes

3.1 Mod A

Let V = {v1, . . . ,vk} with S dense. LetA be ther × r matrix with columnsv1, . . . ,vr.
Consider the setAZr. Now for anyw1,w2 ∈ Zr we haveAZr ⊂ Zr, Aw1 + Aw2 = A(w1 +

w2) ∈ AZr, A0 + Aw1 = Aw1 andAw1 + A(−w1) = A0 ∈ AZr. Addition is component-wise
and thus is commutative and associative. ThusAZr is a normal subgroup ofZr. We define two vectors
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w1 andw2 to be congruent mod (A) if w1 andw2 are in the same coset ofZr/AZr. Notice that
vi ≡ 0 for i = 1, . . . , r.

Lemma 27. Letx,y ∈ Zr
0 such thatx =

r∑
i=1

αivi, y =
r∑

i=1
βivi, with αi, βi ∈ R0. If x ≡ y mod (A)

then for alli, αi − βi ∈ Z.

Proof. If x ≡ y mod (A) then by definitionx − y =
r∑

i=1
aivi with ai ∈ Z. Since the representation

of x− y as a linear combination ofv1,v2, . . . ,vr is unique, for all iαi − βi = ai.

It can also be written as:

Lemma 28. If w ≡ w
′
thenPi(w)− Pi(w

′
) ∈ Z for i = 1, . . . , r.

Theorem 6. Suppose thatV = {v1, . . . ,vr+1}, that S is dense, and that{v1, . . . ,vr} are linearly
independent. LetA be ther × r matrix with columnsv1, . . . ,vr. Then{0,vr+1, 2vr+1, . . . , (|A| −
1)vr+1} is a complete set of coset representatives forZr/AZr. Also|A| is the smallest positive integer
such that|A|vr+1 ≡ 0 mod (A).

Proof. S is dense, soS contains a complete vector, sayg. Now for any residue, saya, there exists a
vectorv in the interior ofcone(g) such thatv ≡ a. Becauseg is complete,v ∈ S hence there exist
c1, . . . , cr+1 ∈ N0 such thatv = c1v1 + . . . + cr+1vr+1. Evaluating this equationmod (A) have
a ≡ cr+1vr+1. Thus each residue is congruent to some non-negative integer multiple ofvr+1.

Now Zvr+1 is homomorphic map ofZ, sending1 tovr+1, thusZvr+1 is a cyclic group mod (A)
generated byvr+1. BecauseZvr+1 contains all residues, the period ofZvr+1 is the order of Zr

AZr . We
know that|A| 6= 0 becauseV spansRr overR, so{v1, · · · ,vr} must be linearly independent overR.
Hence the order ofZr/AZr is |A| by Theorem 3.3 in [2], and now there are|A| residues. Therefore
{0,vr+1, 2vr+1, . . . , (|A| − 1)vr+1} is a complete set of coset representatives forZr/AZr, and|A| is
the smallest positive integer such that|A|vr+1 ≡ 0 mod (A).

Theorem 7. Letv1, . . . ,vr,w be vectors inZr such that{v1, . . . ,vr} are linearly independent. Let

A be ther × r matrix with columnsv1, . . . ,vr. Then |A|
gcd(v1,...,vr,w) is the smallest positive integer

such that |A|
gcd(v1,...,vr,w)vr+1 ≡ 0 mod (A).

Proof. Let d = gcd(v1, . . . ,vr,w). Now by Theorem 4, there exist a matrixD andv
′
1, . . . ,v

′
r,w

′

such that|D| = d, Dw
′
= w, andDv

′
i = vi for i ∈ [1, r]. Let A

′
be ther × r matrix with columns

v
′
1, . . . ,v

′
r. From the wayD was chosen, we know thatgcd(v

′
1, . . . ,v

′
r,w

′
) = 1. Thus if S

′
is

generated byv
′
1, . . . ,v

′
r,w

′
, thenS

′
is dense. By theorem 6,n = |A′ | is the smallest positive integer

such thatnw
′ ∈ A

′Z. Now we havenw
′ ∈ A

′Z ⇐⇒ Dnw
′ ∈ DA

′Z ⇐⇒ nw ∈ AZ. Now the
minimal positive integer such thatnw ∈ AZ is

n = |A′ | = |A′ |
gcd(v′

1, . . . ,v′
r,w

′)
=

|D||A′ |
|D| gcd(v′

1, . . . ,v′
r,w

′)
=

|A|
gcd(v1, . . . ,vr,w)

,

which proves the theorem.

Suppose thatV = {v1, . . . ,vk}, whereSR(V ) ⊂ SR(v1, . . . ,vr).
Split S into equivalence classesmod (A), the fundamental domain. In each equivalence class we

have a sublattice on which the restriction of our partial ordering is still well-defined. For each of the
|A| equivalence classes, take an element ofS minimal in the equivalence class. Label these elements
ω1, . . . , ω|A|.
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3.2 Results regarding equivalence classes

Theorem 8. If ω ∈ m(V ) then∃ ai ∈ N0, i ∈ [r + 1, k] , ai ≤ (|A| − 1) such that

ω =
k∑

i=r+1

aivi

wherev1,v2, . . . ,vr form a simple cone andvr+1,vr+2, . . . ,vk are inside the cone generated by
the firstr vectors.

Proof. First, let’s prove thatω =
k∑

i=r+1
aivi for ai ∈ N0.

Let ω ∈ m(V ). Sinceω ∈ S thenω =
k∑

i=1
aivi with ai ∈ N0 for i ∈ [1, k].

Assume∃j such that1 ≤ j ≤ r andaj > 0
Consider

ω
′
=

k∑
i=r+1

aivi.

ai ∈ N0 impliesω
′ ∈ S. Also

ω − ω
′
=

r∑
i=1

aivi.

Which implies thatω ≡ ω
′

mod (A) . And, reordering the terms

ω = ω
′
+

r∑
i=1

aivi

we concludeω ∈ cone(ω
′
) henceω

′ ≤ ω. Now sinceaj > 0 thenω
′ 6= ω henceω

′
< ω which is a

contradiction toω ∈ m(V ).

Now if ω ∈ m(V ), we can writeω =
k∑

i=r+1
aivi with ai ∈ N0

Assume that∃j such thataj ≥ |A|. Let ω
′
be

ω
′
= ω − |A|vj =

(
k∑

i=r+1

aivi

)
− |A|vj =

 k∑
i=r+1,i6=j

aivi

+ (aj − |A|)vj

Sinceaj ≥ |A| then the coeficients ofω
′
areN0 soω

′ ∈ S. And by reordering

ω = ω
′
+ |A|vj

henceω ∈ cone(ω
′
) implying ω

′ ≤ ω. Since

ω − ω
′
= |A|vj 6= 0,

we know thatω 6= ω
′
, henceω

′
< ω and by Theorem 6, we know that

ω
′
= ω − |A|vj ≡ ω mod (A).

Thereforeω
′ ≡ ω mod (A), ω

′ ∈ S andω
′
< ω which is a contradiction. Hence@j with 1 ≤ j ≤ r

such thataj ≥ |A|
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This theorem can also be written as: Ifω ∈ m(V ) thenω =
k∑

i=r+1
aivi for ai ∈ Z|A| for i ∈

[r + 1, k], becauseai ≤ |A| − 1 andai ∈ N0.

Corollary 3. |m(V )| = |
⋃

m(V, a)| =
∑
|m(V, a)| ≤ |A|k−r wherea ranges through the|A|

equivalence classes.

Proof. |m(V )| = |
⋃

m(V, a)| by definition. And becausem(V, a)
⋂

m(V, b) = ∅ for a 6≡ b mod (A)
we can conclude that|

⋃
m(V, a)| =

∑
|m(V, a)| wherea ranges through the|A| equivalence classes.

By Theorem 8 Everyω ∈ m(V ) can be written asω =
k∑

i=r+1
aivi with ai ∈ Z|A|. Let f : m(V ) 7→

Zk−r
|A| wheref(ω) = (ar+1, ar+2, . . . , ak) andai ∈ Z|A| whereω ∈ m(V ) andω =

k∑
i=r+1

aivi

If ω, ω′ ∈ m(V ) andf(ω) = f(ω′) thenω =
k∑

i=r+1
aivi = ω′. So f is injective. Therefore

|m(V )| ≤ |Zk−r
|A| | = |A|k−r.

Corollary 4. |m(V, a)| is finite.

Proof. m(V, a) ≤
∑
|m(V, a)| ≤ |A|k−r wherea ranges through all the equivalence classes.|A|k−r

is a finite number. Thereforem(V, a) is finite.

Corollary 5. If ω ∈ m(V ) then∃ ai ∈ N0, i ∈ [r + 1, k] , ai ≤ ( |A|
gcd(v1,...,vr,vj)

− 1) such that

ω =
k∑

i=r+1

aivi

Proof. By Theorem 7 we can change|A| to |A|
gcd(v1,...,vr,vj)

and the proof works the same then Theorem
8.

4 Constructing g(V) from m(V)

This is a direct generalization of a result in [1] which states:
For eachi in [0, a1), let ri be the smallest element ofS(a2, . . . , ak) with ri ≡ max

i
(ri). Then

g(S) = rmax − a1.

Theorem 9. If g ∈ g(V ) then there existω1, . . . , ω|A| ∈ m(V ), a complete set of residue classes, such
thatg + VA = lub(ω1, . . . , ω|A|).

Proof. Let r1, . . . , r|A| ∈ Rr such thatfund(g) = {g + r1, . . . ,g + r|A|}. By the definition of
fund(g), we have0 < Pi(rj) ≤ 1 for all i ∈ [1, r] and allj ∈ [1, |A|]. By Lemma 11, we have
g + ri ∈ S, and thus there exists a minimal vectorωi ∈ m(V ) such thatωi ≡ g + ri andωi ≤ g + ri.

Sinceg ∈ g(V ), g − qivi is not complete fori = 1, . . . r. By Lemma 11 there exists some real
numbersα1, . . . , αr ∈ (0, 1] such that

x = g − qivi +
r∑

y=1

αyvy 6∈ S.
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Becausex 6∈ fund(g), we have0 < αi ≤ qi andαi ∈ qiZ so αi = qi andPi(x) = Pi(g). But
x+vi ∈ fund(g), so there exist somej ∈ [1, |A|] such thatx+vi = g+rj. We haveωj ≡ g+rj ≡ x,
so there exist integersc1, . . . , cr such thatωj + c1v1 + . . . + crvr = x. But x 6∈ S, so one of theci

must be negative. Thusωj 6≤ x while ωj ≤ x + vi. By Lemma 2 we havePl(ωj) ≤ Pl(x + vi) for all
l = 1, . . . , r. We havePi(ωj) > Pi(x). Combining these we have

Pi(x)− Pi(ωj) < 0 ≤ Pi(x + vi)− Pi(ωj)

wherePi(x + vi)− Pi(ωj) ∈ Z by Lemma 28. SoPi(ωj) = Pi(x + vi) = Pi(g + VA).
For all j = 1, . . . , |A| we have

Pi(g + VA) ≥ Pi(g + vj) ≥ Pi(ωj).

Thus
Pi(g + VA) ≥ max

y∈[1,|A|]
(Pi(ωy)) ≥ Pi(ωj) = Pi(g + VA)

and thus

g + VA =
r∑

x=1

max
y∈[1,|A|]

(Px(ωy))vx = lub(ω1, . . . , ω|A|),

proving the Theorem.

Corollary 6. For anyg ∈ g(V ), we haveg + VA ≤ lub
(
m(V )

)
.

Proof. There exists a subset{ω1, . . . , ω|A|} of m(V ) such thatg + VA = lub(ω1, . . . , ω|A|). Now
lub(m(V )) ≥ ωj for all j ∈ [1, |A|] and sog + VA = lub(ω1, . . . , ω|A|) ≤ lub

(
m(V )

)
.

5 Boundingg(V )

Although we are now able to bound the size of vectors ing(V ), we need to know properties ofm(V )
beforehand, which might be difficult to compute. The following theorem gives us a way to bound
vectors ing(V ) by looking atV alone:

Theorem 10. For anyg ∈ g(V ), we haveg ≤ lub
(
(|A| − 1)vr+1, . . . , (|A| − 1)vk

)
−VA.

Proof. Supposeω ∈ m(V ). By Lemma 8, we know that there exist non-negative integerscr+1, . . . , ck

with ω = cr+1vr+1 + . . . + ckvk. Suppose for the sake of contradiction thatcr+1 + . . . + ck ≥ |A|.
Consider the sequenceU = {0, vr+1, . . ., cr+1vr+1, cr+1vr+1 +vr+2, . . ., cr+1vr+1 + . . .+ ckvk}.
The sequence is strictly increasing, and thus it has a complete ordering. It has at least|A| + 1 terms,
so some two are congruent mod(A). Leta,b ∈ U such thata > b anda ≡ b. Now ω− a is clearly in
S soω − (a− b) ∈ S. But ω > ω − (a− b) andω ≡ ω − (a− b), which contradicts the minimality
of ω in its residue class. Thuscr+1 + . . . + ck ≤ |A| − 1.

Next, we will prove thatω ≤ lub((|A| − 1)vr+1, . . . , (|A| − 1)vk). Now we have

Pi(ω) = Pi(cr+1vr+1 + . . . + ckvk)
= cr+1Pi(vr+1) + . . . + ckPi(vk)
≤ (cr+1 + . . . + ck) max

j∈[r+1,k]

(
Pi(vj)

)
≤ (|A| − 1) max

j∈[r+1,k]

(
Pi(vj)

)
= max

j∈[r+1,k]

(
(|A| − 1)Pi(vj)

)
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By Lemmas 2 and 20 we haveω ≤ lub((|A| − 1)vr+1, . . . , (|A| − 1)vk) and thuslub(m(V )) ≤
lub((|A|−1)vr+1, . . . , (|A|−1)vk) by the definition oflub. Finally, by Corollary 6, we conclude that
for any vectorg ∈ g(V ) we haveg ≤ lub

(
m(V )

)
−VA ≤ lub

(
(|A| − 1)vr+1, . . . , (|A| − 1)vk

)
−

VA.

The theorem is anr-dimensional generalization of a result of Schur [8] in 1935. Whenr = 1 it
becomes Schur’s bound exactly, and whenk = r + 1 the bound is achieved by Theorem 18.

6 Saturation

6.1 v-directed Sets andv-directed Lattice Sets

First, we define theray alongv to be the rayv = R+v in the same direction ofv, starting at the origin.
Now, we define thev-directed set[v] of a set of vectorsV asv∩V . Similarly, define thev-directed

lattice set{v} to bev ∩ S(V ).

Lemma 29. For a nonzerov, there exists an invertible linear transformationT : Rr → Rr which
induces a monoid isomorphismT ′ between lattice points onv andN0.

Proof. Since there are only a finite number of lattice points onv, there exists a unique “first” nonzero
lattice pointw onv such that there are no lattice points of the formαw, α ∈ (0, 1). There is a unique
invertible linear transformationT : Rr → Rr which sendsw to e1 = (1, 0, . . . , 0).

Supposew′ = (x + y)w, wherex is integral andγ ∈ (0, 1). This is equal toxw + γw. xw
has integral coordinates, andγw does not by definition ofw. Thus,w′ cannot be an integral point.
Therefore, any lattice point onv is an integral multiple ofw, and will be subsequently sent byT to the
lattice pointae1 for somea ∈ N.

T−1 will sendae1 to aw, also a lattice point. So the lattice points on the two lines are in bijection.
But there is also a natural isomorphismφ between points of formae1 andN0, so we are done via the
compositionT ′ = φ ◦ T .

Both isomorphisms clearly preserve addition properties, so the result is not merely a bijection but
a monoid isomorphism, as desired.

Corollary 7. Suppose{v} is generated byu1v, . . . , ukv, ui ∈ N, then there is a monoid isomorphism
between{v} and the one-dimensional monoid inN0 generated by(u1, . . . , uk).

This means that{v} has a semigroup structure identical to that of the one-dimensional Froebenius
problem. So we can give a well-defined “Frobenius vector” for{v}. Definefrob({v}) as the preimage
of g, whereg is the generalized Frobenius numberG({v}) of the image of{v} after applyingT ′.

Inspired by the above lemma, we define the first nonzero lattice point in the direction ofv to be the
minimal unitalongv. The set of minimal units along each bounding vector of the cone constitute the
minimal unit set.

By Corollary 7 above, we also now have an intuitive notion of the lattice points along each rayv,
so it makes sense to say that a vectorav ∈ v comes “before” a vectorbv ∈ v if a < b, and “after” if
a > b.

6.2 Saturation

Now, define a directed set[v] to befull if {v} ⊂ S([v]); in other words, for all vectorsw ∈ {v}, w
can be written as a nonnegative linear combination of thev-directed set ofV alone.
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Finally, we define a set of vectorsV to besaturatedif for all vectorsv ∈ V , thev-directed set[v]
is full.

For example,V = {(3, 0), (4, 4), (5, 5), (0, 3)} is not saturated since(3, 3) ∈ S(V )∩ {(4, 4)}, but
(3, 3) /∈ S([4, 4]).

Lemma 30. Given a set of vectorsV , there existsV ′ ⊃ V which is satuated. Furthermore,|V ′\V | <
∞, S(V ′) = S(V ), andg(V ′) = g(V ).

Proof. We constructV ′. Throughout this process, we will only add toV vectors already inS(V ).
ThusS(V ) ⊃ S(V ′). SinceS(V ) ⊂ S(V ′) trivially, S(V ) = S(V ′). Consequently,g(V ) = g(V ′).

Suppose[v] is full for v ∈ V ′. Then adding more vectors fromS(V ′) = S(V ) into V ′ will make
[v] still full, since any linear combination

a1v1 + . . . + anvn + b1v′1 + . . . + bmv′m

wherevi ∈ V andv′i ∈ V \V ′ can be written as an integral linear combination of just thevi’s by
substitutingv′i =

∑
cjvj, wherecj ∈ N0 exist sincev′i ∈ S(V ).

Therefore, it suffices to show that we can make any directed set[v] full by adding vectors inS(V )
to V ′. Since the number of directed sets is finite, repeating the process for all such sets creates a setV ′

which is saturated. New directed sets will also not be created, since we only add vectors in the same
directions as vectors we already have.

By Lemma 29, we know that the points in{v} have a semigroup structure and are eventually
periodic after some well-definedfrob({v}).

Add to V all vectors in{v} between0 andfrob({v}). Now, take any vector in{v}. If it is
between0 andfrob({v}), we have already added it. If it is afterfrob({v}) along the rayv, we can
write this vector as some nonnegative linear combination of vectors beforefrob({v}). Thus,[v] is
full. All of the vectors we added are inS, soS also remains constant, as desired.

Repeating the process for all[v] finishes our algorithm. Note again that this process is finite since
there are only a finite number of directed sets inV , and no new ones are introduced in the process since
any added vector is already in an existing directed set.

Thus, in the above example, we note that[(3, 0)] and[(0, 3)] are full, but[(4, 4)] is not. The points
in [(4, 4)] ∩ S are exactly(a, a), wherea is integral and at least3. We can just insert(3, 3) to get
{(3, 0), (0, 3), (4, 4), (5, 5), (3, 3)}, which is saturated.

Lemma 31. SupposeV is saturated. Thenfrob({v}) for anyv ∈ V is not inS(V ).

Proof. Suppose it were inS(V ). Then sinceV is saturated, it must be a nonegative linear combination
of elements in[v] alone. However,frob({v})’s imageg after the isomorphism in Lemma 29 is the
Frobenius number of a set of numbersN . This Frobenius number is not in the image of{v}. Since
we have an isomorphism between{v} andN , g’s preimage, akafrob({v}), is not in{v}. Thus, this
vector is not inS.

We will show an application of the lemma through an intuitively true theorem:

Theorem 11. Suppose thatV = [v1] ∪ . . . ∪ [vr], thevi linearly independent. Then

g(V ) = {
∑

1≤i≤r

frob({vi})}.
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Proof. Supposew ∈ {vi} for somevi. Supposew ∈ S(V ). By the assumptionsw is a bounding
vector ofV , so it must be a nonnegative linear combination of elements in[vi] alone. SoV is saturated.

Take ther bounding vectors for the cone which constitute the minimal spanning set, and denote
themw1, . . . ,wr, respectively.

SinceV is saturated, we know thatfrob({v}) for anyv ∈ V is not inS by Lemma 31. Any vector
has a unique representation as a linear combination of thewi. Supposew is complete, and equals

a1w1 + a2w2 + . . . + arwr,

where theai are nonnegative integers. We claim thatai ≥ T ′(frob({wi})). If not, then the cone
atw fails to contain any of the lattice points with contributionT ′(frob({wi})) in thewi direction.

So all complete points have eachai ≥ T ′(frob({wi})) for all i. However, any point satisfying
these conditions are complete, sinceai ≥ T ′(frob({wi})) means we can get any integer lattice point
with anaiwi contribution by our isomorphism. So, any complete vector is in the cone of∑

T ′(frob({wi})wi =
∑

frob({wi}),

which is itself a complete vector. So it is the unique element of theg-set.

7 Hyperplanes Containing Lattice Points

In cones of dimensionr, simple or not, the bounding hyperplanes are created by the origin andr − 1
vectors that have at least one other lattice point on them. We wish to understand the structure of all
hyperplanes parallel to one of these.

Inspired by these hyperplanes, we call a hyperplanerational (the intuitive meaning of this will
become clear) if it passes through either1:

• r lattice vectors linearly independent overR, or

• r − 1 lattice vectors linearly independent overR, plus the origin.

Lemma 32. A hyperplane

{(x1, . . . , xn)|x1a1 + x2a2 + . . . + xrar = d, ai 6= 0, d ∈ Z},

is rational only if allai are rational.

Proof. The hyperplane goes through in either caser integral pointsp1, . . . , pr. Suppose thatpi =
(pi1, . . . , pir). Consider p11 . . . p1r

...
...

...
pr1 . . . prr


a1

...
ar

 =

d
...
d

 .

Notice this exactly characterizes the conditions we have - the matrix takes the dot product between
the points and the coefficients of our plane.

1The seemingly different definitions can be reconciled via the natural projection from the affine spaceRr ∼= År to the
corresponding subset of the projective spacePr with the mapφ : (a1, . . . , an) → (1, a1, . . . , an). Then the two definitions
become equivalent - the image of the hyperplane underφ containr linearly independent lattice vectors.
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Now, if the vectors are all linearly independent, then the leftmost matrixM they create is invertible.
We may find the inverseM−1 of the left matrixM . This must have rational values sinceM contained
integral values. MultiplyM−1 on both sides to geta1

...
ar

 = [M ]

d
...
d

 .

Sinced is rational, andM−1 contains rational numbers, theai are rational.
In the second case, we haver − 1 linearly independent vectors and a row of0’s. Without loss of

generality, this is the final row. By plugging in the origin to the hyperplane equation, we see thatd = 0.
This means we can scale any of theai to be rational.

Since the space spanned by ther−1 vectors does not have full rank, and{e1, . . . , er} form a basis,
at least oneei is linearly independent with ther − 1 vectors. Now, scaleai to be rational. We know
that

a1 ∗ 0 + . . . + ai ∗ 1 + . . . an ∗ 0

takes the rational valueai. Therefore, we may replace the0 row in the matrixM by ei =
(0, . . . , 1, 0) and the corresponding number in right-hand-side vector byai to getp11 . . . p1i . . . p1r

...
...

...
...

...
0 . . . 1 . . . 0


a1

...
ar

 =

 0
...
ai

 .

By the same reasoning as the first case, we can invert the left matrix and conclude that all theai’s
have to be in fact rational.

Corollary 8. A hyperplane is a rational hyperplane if and only if it has the form

{(x1, . . . , xn)|x1a1 + x2a2 + . . . + xrar = d, ai 6= 0∀i},

whered and theai are all integral, andgcd(a1, . . . , ar)|d.

Proof. SupposeH is rational. Then theai have to be all rational, and we may multiply both theai’s
andd by the lcm of the denominators and assume they are integral. Since we know thatH goes through
at least one integral point, we know an integral linear combination of theai givesd. But this means
gcd(a1, . . . , ar)|d.

Now supposeH has a form where thed and theai are all integral, andgcd(a1, . . . , ar)|d. Then we
know it goes through at least one lattice point. Suppose that

a1y1 + . . . + aryr = d.

There are two cases:d 6= 0, or d = 0.
In the case whered 6= 0, note that

a1(y1 + ai) + a2y2 + . . . + ai(yi − a1) + . . . + aryr = a1y1 + a2y2 + . . . + aryr + a1ai − aia1

= d,
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so(y1 + ai, y2, . . . , yi − a1, . . . , yr) is also a lattice point onH for all i 6= 1. Consider the matrix
formed by these1 + (r − 1) = r vectors:

y1 y2 y3 . . . yr

y1 + a2 y2 − a1 y3 . . . yr

y1 + a3 y2 y3 − a1 . . . yr
...

...
...

...
...

y1 + ar y2 y3 . . . yr − a1

 .

Subtract the first row from the other rows to get
y1 y2 y3 . . . yr

a2 −a1 0 . . . 0
a3 0 −a1 . . . 0
...

...
...

...
...

ar 0 0 . . . −a1

 .

This matrix has determinant

y1(−a1)r−1 − y2a2(−a1)r−2 − y3a3(−a1)r−2 − . . . yrar(−a1)r−2 = (−a1)r−2(−a1y1 − a2y2 − . . .− aryr).

If the original vectors were linearly dependent, this value would be zero. But we already know
that a1 6= 0, soa1y1 + . . . + aryr = d would have to be0, a contradiction. So we haver linearly
independent vectors and hence a rational hyperplane.

In the case whered = 0, by the same reasoning if(y1, . . . , yr) ∈ H, we also know that every row
of 

y1 y2 y3 . . . yr

y1 + a2 y2 − a1 y3 . . . yr

y1 + a3 y2 y3 − a1 . . . yr
...

...
...

...
...

y1 + ar y2 y3 . . . yr − a1


is onH. But we know in particular that one choice of(y1, . . . , yr) is just(0, . . . , 0). Set theyi’s to

0’s to get: 
0 0 0 . . . 0
a2 −a1 0 . . . 0
a3 0 −a1 . . . 0
...

...
...

...
...

ar 0 0 . . . −a1

 .

Note thata1 6= 0, and for the rightmostr − 1 coordinates, there is only one vector with a nonzero
value in that coordinate, namely−a1. So for some linear combination of the bottomr − 1 vectors to
be0, every coefficient used must be0. Thus, the bottomr− 1 rows form linearly independent vectors,
and again we have a rational hyperplane.
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Figure 1:RH is represented by the intersections of the dark lines, which are evenly spaced.

Corollary 9. The set of rational hyperplanes parallel to

H = {(x1, . . . , xn)|x1a1 + x2a2 + . . . + xrar = d, ai 6= 0∀i, {d, a1, . . . , ar} ⊂ Z}

are exactly those with the form

{(x1, . . . , xn)|x1a1 + x2a2 + . . . + xrar = d′, gcd(a1, . . . , ar)|d′}.

This means that each family of parallel rational hyperplanes are equidistant from each other with a
structure isomorphic toZ.

In particular, we have a notion of the “closest” rational hyperplane parallel to a rational hyperplane
H in one of two directions.

Lemma 33. Given a simple cone generated byv1, . . . , vr, there exista1, . . . , ar ∈ Q such thatRH =
{
∑

1≤i≤r ciaivi|c1, . . . , cr ∈ Z}.

Proof. Each point inRH is the intersection ofr rational hyperplanes, each of the formHi = {x|Pi(x) =
di}. There is some integerfi for which there exist exactlyfi rational hyperplanes parallel toHi be-
tweenHi and the hyperplane{x|Pi(x) = 0} (counting both hyperplanes). Then this point is exactly of
the form{

∑
1≤i≤r(fi − 1)aivi|f1, . . . , fr ∈ Z}, whereaivi is the unique vector which is the distance

between two adjacent rational hyperplanes parallel toHi in the direction ofvi.
On the other hand, any point of the given form is the intersection of somer correspondingHi,

since we can just pick theHi to be the rational hyperplane such that it hasci + 1 rational hyperplanes
between it and the hyperplane going through the origin. SoRH is exactly characterized by the given
form.

Now, we can refer to each point inRH by a set ofRH-coordinates〈c1, . . . , cr〉 defined as in
Lemma 33. The corresponding point is simply∑

1≤i≤r

civ′i,

wherev′i = aivi. The transformation from the cartesian coordinates to theRH-coordinates is
clearly an affine transformation inRr.

21



8 Integral g-vectors

Do we keep this section? It really depends on if you care about integralg-vectors at all. Ironically I
use a couple of these for my theorems - but they are not that necessary.

8.1 Minimal Fundamental Domain

Recall that the first lattice vector in the direction of each of the bounding vectorsv1, . . . , vr of a simple
cone create the minimal spanning setMS = {v′1, . . . , v′r}. Now, we may define a domain using these
vectors2. Call this theminimal fundamental domain. Notice that the fundamental domain can naturally
be divided into minimal fundamental domains.

8.2 Whengcd(MS) = 1

Whengcd MS = 1, we have from Theorem 6 that the minimal fundamental domain contains a single
lattice point. This case has many interesting properties.

Lemma 34. Supposea andb are simple cones,a andb integral vectors. Thencone(a) ∩ cone(b) =
cone(c), wherec is also an integral vector.

Proof. (Yan is Lazy)

Lemma 35. A complete integral vectorg is an integralg-vector if and only if there are no integral
g-vectors in its reverse minimal fundamental domain.

Proof.

The main structural fact ofV wheregcd(MS) = 1 is thatS(V ) is isomorphic toS(V ′), whereV ′

hasr bounding vectors along the axes, giving a cone in the shape ofRr
+.

Note that in particular the classical1-dimensional case always hasgcd(MS) = 1.
The most important facet of this case is:

Lemma 36. Whengcd(MS) = 1, RH = Zr.

Theorem 12. Whengcd(MS) = 1, the set of integralg-vectors is the set ofg-vectors.

8.3 Correspondence

Theorem 13.There is a many-to-one mapφ which sends any integralg-vector to ag-vector, with fibres
of cardinality at mostgcd(MS).

9 Constructing V to Tailor a Specific g-set

9.1 The General Case

Call a conelegal if each of its bounding hyperplanes are rational. Clearly all cones arising from a set
of vectors with integral coordinates are legal, since each bounding hyperplane goes through the origin
andr − 1 other integral points.

2This requires generalizing the notion of “mod A” to domains of our choice. This footnote will serve as a reminder.
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Figure 2: Oneg-vector includes more than one integralg-vectors in its cone.

Lemma 37. Given a legal simple coneC and a set ofh vectorsG = {g1, . . . ,gh} ⊂ RH, there exists
some set of vectorsV with coneC such thatG ⊂ g(V ) if and only if:

1. Supposing thatgi hasRH-coordinates〈gi1, . . . , gir〉, we havegij ≥ −1 for all (i, j);

2. for all i and a bounding hyperplaneH of gi,

(0, . . . , 0) ∪ (
⋃

intcone(gj)) 6⊃ (Zr ∩H ∩ cone(gi));

Proof. ⇒:
We construct such aV . First, we want it to haveC as its cone.
Now, for each bounding hyperplaneH of eachgi, by hypothesis there exists at least one lattice point

aH,gi
in (Zr ∩H ∩ cone(gi) which is not the origin, and is also not contained in

⋃
j 6=i intcone(gj).

Choose eachvi large enough so that for any of the finite choices of the ordered pair(H,gi), we
haveaH,gi

=
∑

j aH,gi,jvj, whereaH,gi,j < 1. Hence, it is impossible to choose nonnegative integral
coefficientsc1, . . . , cr such thataH,gi,j =

∑
k ckvk.

Now, for each vector inG, add toV all |A| lattice points in its fundamental domain. Since we
know that thegij are at least−1, lattice points in theintcone(gi) will have only nonnegativeRH-
coordinates, and therefore be in our cone. Call these vectors

v11, . . . ,v1|A|,v21, . . . ,v2|A|, . . . ,vh1, . . . ,vh|A|,

where the|A| points in the fundamental domain ofgi arevi1 throughvi|A|. Note that some two
vij’s might be identical.

We assert that every elementgi ∈ G is in the g-set. Sincefund(gi) ⊂ S(V ), gi is complete by
Lemma 11. It now suffices to show thatgi is minimal. We prove by contradiction.

Suppose for contradiction that there is some complete vectorg′ ∈ RH with gi in its cone. We may
assume thatg′ is on one of the bounding vectors ofcone(gi), andg′ is one fundamental distance away
from gi. Without loss of generality, suppose this vector is parallel tov1, andg′ hasRH-coordinates
〈gi1 − 1, gi2, . . . , gir〉.
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SetH to be the rational hyperplane{〈x1, . . . , xr〉|x1 = gi1}. By assumption, there exists some
vectorp = aH,gi in the interior ofH ∩ cone(gi) such thatp is not in intcone(gj), j 6= i. p ∈
intcone(g′), sop ∈ S(V ). Therefore,

p =
∑

i

bivi +
∑
i,j

bijvij,

where thebi andbij are nonnegative integers.

If bkl 6= 0 for some(k, l), we would havep ∈ cone(vkl) ⊂ intcone(gk). However, this would
meanp ∈ intcone(gk). This is impossible fork = i sincep is on the boundary ofgk. This is also
impossible fork 6= i by the choice ofp. So,bkl = 0 for all (k, l), and we know that we may write

p =
∑

i

bivi,

where thebi would be nonnegative integers. Recall that our choice ofvi made it so that this would
not be possible for any points of the formaH,gi , one of which beingp. So we have a contradiction.

⇐: Suppose the first condition is violated, and somegij ≤ −2. Thenintcone(gi) ∩ H, where
H = {〈h1, . . . , hr〉|hj = gij + 1}, will contain (infinitely many) lattice points. But these lattice points
are not incone(0), and so cannot be elements ofS. This meansgi cannot be complete, a contradiction.

Suppose the second condition is violated. Then for some(H,gi) we have that

(0, . . . , 0) ∪ (
⋃

intcone(gj)) ⊃ (Zr ∩H ∩ cone(gi).

However, since thegj are complete, the lattice points in
⋃

intcone(gj) all have to be inS.
(0, . . . , 0) is also always inS. This means that there is some bounding hyperplane forgi with all
lattice points inS, meaninggi cannot be ag-vector. So we have a contradiction yet again.

9.2 When|V | = r + 1

Theorem 14. Let a = (a1, . . . , ar) ∈ Zr. There exists a vector setV of r + 1 vectors with a simple
cone andg(V ) = {a} if and only ifai ≡ 1 (mod 2) for somei.

Proof. Suppose thatai ≡ 1 (mod 2) for somei. Without loss of generality, assume thati = 1.
Note thatZr =

⋃
S({±e1,±e2, . . . ,±er}), one orthant for each choice of signs before theei.

Take an orthant thata lies in (it could be one of several). Suppose the corresponding spanning set is

{v1 = b1e1,v2 = b2e2, . . . ,vr = brer},

where eachbi is±1. We claim that the vectors

V = {2v1,v2, . . . ,vr,vr+1 = (a + 2v1 + v2 + . . . + vr)}

has gcd1. Furthermore,g(V ) = {a}.
To see this, first observe thatvr+1 ∈ cone(a). Also, a ∈ SR+(v1, . . . ,vr by construction and

subsequently is also inSR+(2v1, . . . ,vr).
Note that
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[
2v1 . . . vr

]
=


±2 0 . . . 0
0 ±1 . . . 0
...

...
...

...
0 0 . . . ±1


is a matrix with determinant±2, and

[
vr+1 v2 . . . vr

]
=


a1 ± 2 0 . . . 0
a2 ± 1 ±1 . . . 0

...
...

...
...

ar ± 1 0 . . . ±1


is a matrix with determinant±(ai ± 2). These are relatively prime, sogcd(V ) = 1 and we may

use Theorem 18 to get that theg-set contains the unique element

g = (|det(
[
2v1 v2 . . .vr

]
)| − 1)vr+1 − 2v1 − v2 − . . .− vr

= (|2| − 1)(a + 2v1 + v2 + . . .vr)− 2v1 − v2 − . . .− vr

= a,

as desired.
Now supposeg(V ) = {v1, . . . ,vr+1} = {a}, a has integral coordinates,V is dense, andV has a

simple cone generated byv1, . . . ,vr. We claim thata has at least one coordinate which is1 (mod 2).
Suppose otherwise. Then,

a = (|det(
[
v1 v2 . . .vr

]
)| − 1)vr+1 − v1 − v2 − . . .− vr

must have only even coordinates. There are two cases, depending on the parity of the determinant
of D =

[
v1 v2 . . . vr

]
.

If det(D) is odd, then(|det(
[
v1 v2 . . .vr

]
)|−1)vr+1 has all even coordinates. Label the coor-

dinates ofa to bea1, . . . , ar respectively. Similarly label the coordinates of eachvi to bevi,1, . . . ,vi,r.
We then haveai ≡

∑
1≤j≤r vi,j (mod 2) for all i. This means that each row ofD has an even number

of odd integers.
PutD in 2-form via elementary row operations. By Lemma 23, with only row operations we may

get a matrixA with AD = D′ having only even entries under the diagonal anddet(D) = det(D′).
However, row operations do not change the fact that every row has an even number of odd integers,

so the number of odd integers in the last row ofD′ must be even. Since that row has the firstr − 1
numbers even, the last entry in the row must also be even, givingD′ a row of even numbers and hence
even determinant. Therefore,D also has even determinant, a contradiction.

On the other hand, supposedet(D) is even, then(|det(D)| − 1)vr+1 has coordinates with the
same parity as that ofvr+1. Therefore,v(r+1),j ≡

∑
1≤i≤r vi,j (mod 2).

Now consider thegcd(V ). There are
(
r+1

r

)
= r + 1 matrices involved. One of them is justD,

which has even determinant.
The otherr matrices take the form[

v1 . . . v̂j . . . vr+1

]
,
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wherevj is missing from the columns. Now, when taken(mod 2), the determinant of this matrix
is equal to the determinant of


v1,1 . . . ˆvj,1 . . . vr+1,1

v1,2 . . . ˆvj,2 . . . vr+1,2
...

...
...

...
...

v1,r . . . ˆvj,r . . . vr+1,r

 =


v1,1 . . . ˆvj,1 . . .

∑
1≤i≤r vi,1

v1,2 . . . ˆvj,2 . . .
∑

1≤i≤r vi,2

...
...

...
...

...
v1,r . . . ˆvj,r . . .

∑
1≤i≤r vi,r


=

[
v1 . . . v̂j . . . v1 + v2 + . . . + vr

]
.

Elementary row/column operations of the matrix viewed(mod 2) do not change the determinant
(mod 2); that is to say, they do not change the parity of the determinant. We may subtract one copy of
each of the firstr − 1 columns from the last to get[

v1 . . . v̂j . . . vr vj

]
.

The leftr − 1 columns of the matrix are the vectorsv1, . . . ,vr, missingvj. Since the rightmost
column isvj, this matrix has exactly the columns ofD up to a permutation, which has determinant0
(mod 2) by assumption. Therefore, any of ther matrices found this way has2 dividing the determi-
nant. We then conclude2| gcd(V ), which contradicts thatV must be dense forg(V ) to be defined.

Corollary 10. Any vectorg which is not the origin inZr can be made to be the unique element of the
generalizedG-set for some set of vectorsV .

Proof. If there is an odd coordinate ing, we just use the theorem. Otherwise, sinceg = (g1, . . . , gr)
has at least one nonzero coordinate, we may write it ask(g′1, . . . , g

′
r), wheregcd(g′1, . . . , g

′
r) = 1 and

k ∈ N. Therefore, at least one ofg′i is odd, and{g/k} = g(V ′) for someV ′. V = kV ′ suffices by
Theorem 22.

9.3 Whenr + 1 Vectors do not Suffice

First, we prove a general result in1-dimension:

Lemma 38. If k 6 |g ∈ N0, then the setV = {a0, . . . , ak+1}, where

a0 = k

a1 = g + 1
a2 = g + 2

. . .

ak = g + k

has the following properties:

1. g(a0, . . . , ak) = g;

2. For anym > g, there existsn > m such that if we writen =
∑

0≤i≤k biai, bi nonnegative
integers, then

∑
1≤i≤k bi ≥ 1;
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3. take integraln > g. There exists a way to writen =
∑

0≤i≤k biai, bi nonnegative integers, and∑
1≤i≤k bi ≥ 1;

Proof. 1. Take anyn > g. n has some residuen′ (mod k). If n′ 6= 0, thenn ≥ g + n′, which is
in V . n − (g + n′) = bk for someb ∈ N0. Sincek ∈ V , n ∈ S(V ). Now, if g ∈ S(V ), then
g =

∑
i ciai, ci ∈ N0. Clearlyci = 0 for i ≥ 1, sog = bk for someb ∈ N0, a contradiction

sincek 6 |g.

2. Simply take somen > m such thatn 6≡ 0 (mod k). Then to writen =
∑

i ciai, multiples of
a1 = k alone cannot suffice, so we need at least one of the others. Thus,ci ≥ 1 for somei.

3. In the construction of our solution for the first part of this lemma, we used only one multiple of
g + n′ andb multiples ofk. Thus, we haven = ba1 + ai for somei, which has

∑
1≤i≤k ci equal

to 1 for k 6 |n, and0 otherwise.

Theorem 15. Letg = (g1, . . . , gr), gi ∈ Z. If k does not divide somegi, then there existsr+k vectors
formingV such thatg(V ) = {g}.

Proof. Without loss of generality, suppose thatk 6 |g1. Similar to before, take an orthant thatg lies in
(it could be one of several). Suppose the corresponding spanning set is

{v1 = b1e1,v2 = b2e2, . . . ,vr = brer},

where eachbi is±1. We claim that the setV of vectors

kv1,

v2,

. . . ,

vr,

vr+1 = (g + v1 + v2 + . . . + vr)
vr+2 = (g + 2v1 + v2 + . . . + vr)

. . . ,

vr+k = (g + kv1 + v2 + . . . + vr)

has gcd1. Furthermore,g(V ) = {a}.
To see this, first observe thatvr+1 ∈ cone(a). Also, a ∈ SR+(v1, . . . ,vr by construction and

subsequently is also inSR+(2v1, . . . ,vr).
Note that

[
kv1 . . . vr

]
=


±k 0 . . . 0
0 ±1 . . . 0
...

...
...

...
0 0 . . . ±1


is a matrix with determinant±k. Now, for some1 ≤ i ≤ k− 1, we havegcd(g ± i, k) = 1, where

the sign fori is the same sign asv1 = ±e1. Thus,
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[
vr+i v2 . . . vr

]
=


g1 ± i 0 . . . 0
g2 ± 1 ±1 . . . 0

...
...

...
...

gr ± 1 0 . . . ±1


is a matrix with determinant±(gi ± i). These are relatively prime, sogcd(V ) = 1.
Now, we claim that this is the uniqueg-vector. Note that sincegcd(MS) = 1, we only have to

consider integral vectors by Corollary 12. First, we claim thatg is complete. Any integral point in its
interior is of the form(g1 + a1b1, g2 + a2b2, . . . , gr + arbr, whereai ∈ N. By part(3) of Lemma 38,
any vector of the formg1 + nb1, g2 + b2, . . . , gr + br is in S, wheren > 0. Thus, by usingv2, . . . ,vr,
any integral vector inintcone(g) is also inS.

Suppose there is another complete vectorg′ = (g′1, . . . , g
′
r). By part(1) of Lemma 38, we need

to haveg′1 ≥ g1. By part(2) of the same Lemma,g′i ≥ gi for any i 6= 1 since for arbitrarily bigm,
there is somen such that we need at least onevr+j, j ≥ 1, to get all the points incone(g′) with the
first coordinaten > m. Sinceg′i ≥ gi for all i, g′ ∈ cone(g), sog′ is not minimal. Therefore,g is the
unique element of theg-set.

As an example of this, considerk = 5. We then know that we can make any integral vector the
uniqueg-vector using some orthant as the cone withr + 5 vectors. The only vectors which we cannot
construct such aV for with this method must havegcd(1, 2, 3, 4, 5) = 60 dividing every coordinate.
Also, note that one direction of Theorem 14 is an immediate corollary of Theorem 15 in the casek = 2.

9.4 The3r Bound

There is another way to bound the number of vectors needed inV . Rosales, et al. proves in [10] that:

Theorem 16. Any integerm is equal tog(V ) for a set of numbersV of cardinality at most3.

With this, we can show:

Theorem 17. Any integral vector can be made to be uniqueg-vector for someV with 3r vectors.

Proof. Suppose we wanta = (a1, . . . , ar) to be the uniqueg-vector. Again, take an orthant thata lies
in, with the corresponding spanning set

{b1e1, b2e2, . . . , brer},

where eachbi is±1.
By Theorem 16, for eachi from 1 to r we may find a setVi of at most3 vectors such that the

vectors are of the formk1biei, . . . , kjbiei, j ≤ 3, with g(k1, . . . , kj) = ai.
Take the setV to be the union of allVi, which have at most3r elements. The result is immediate

by Theorem 11.

Thus, we have two bounds on the number of vectors necessary to make a vector the uniqueg-vector.
Neither is better than the other in every case.
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10 Generalizations of 1-D Theorems

10.1 The k = r + 1 case

In the caser = 1 this next result reduces to a classical result about the Frobenius number of two
relatively prime numbers:g(a1, a2) = (a1 − 1)(a2 − 1) − 1 which is due to Sylvester [6]. In 2003,
Simpson [5] proved a result which is almost exactly the same as the following Theorem.

Suppose thatk = r + 1 so thatV = {v1, . . . ,vr+1}. Suppose furtherS is dense, andSR is a
simple cone generated byv1, . . . ,vr. Let A be ther × r matrix with columnsv1, . . . ,vr.

Theorem 18. g(v1, . . . ,vr+1) = {(|A| − 1)vr+1 −VA}

Proof. First we will prove thatg = (|A| − 1)vr+1 −VA is complete. Leta be a vector in the interior
of cone(g). By Theorem 6 there exists an integercr+1 ∈ [0, |A| − 1] such thatcr+1vr+1 ≡ a, hence
there exist integersc1, . . . , cr such that

c1v1 + . . . + cr+1vr+1 = a.

Becausea ∈ intcone(g) we know that there exist positive real numbersα1, . . . , αr such that

a = g + α1v1 + . . . + αrvr.

Combining these two representations fora we find that

c1v1 + . . . + crvr + (|A| − 1)vr+1 ≥ c1v1 + . . . + crvr + cr+1vr+1

= a

= g + α1v1 + . . . + αrvr

= (α1 − 1)v1 + . . . + (αr − 1)vr + (|A| − 1)vr+1.

Thusci ≥ αi − 1 for i = 1, . . . , r. But αi is positive andci is an integer so we now haveci ≥ 0 for
i = 1, . . . , r. Finally, becausea = c1v1 + . . . + cr+1vr+1 we havea ∈ S. Thereforeg is complete.

Suppose for contradiction that for somed1, . . . , dr ∈ N0 with at least one ofd1, . . . , dr equal to
zero, we haveg+d1v1+ . . .+drvr ∈ S. So we have a solution(c1, . . . , cr+1) ∈ Nr+1

0 to the equation

c1v1 + . . . + cr+1vr+1 = (|A| − 1)vr+1 −VA + d1v1 + . . . + drvr,

and thus to

c1v1 + . . . + crvr + VA + (cr+1 + 1− |A|)vr+1 = d1v1 + . . . + drvr.

Evaluating mod (A) we have(cr+1 + 1 − |A|)vr+1 ≡ 0. Thus|A| dividescr+1 + 1 and because
cr+1 ≥ 0 we havecr+1 +1 ≥ |A|. Becausecr+1 +1−|A| ≥ 0, (cr+1 +1−|A|)vr+1 can be written as
a non-negative linear combination ofv1, . . . ,vr. Nowv1, . . . ,vr is a basis for vector spaceRn. Thus

c1v1 + . . . + crvr + VA + (cr+1 + 1− |A|)vr+1

can be uniquely written as a real linear combination ofv1, . . . ,vr. This linear combination must have
positive coefficients becauseci is non-negative fori = 1, . . . , r and(cr+1 + 1 − |A|)vr+1 ≥ 0. But
we also have

c1v1 + . . . + crvr + VA + (cr+1 + 1− |A|)vr+1 = d1v1 + . . . + drvr,
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which is a contradiction because one ofd1, . . . , dr is zero. Thereforeg + d1v1 + . . . + drvr 6∈ S.
Finally we will prove that ifa ∈ RH is complete, thena ≥ g. Suppose for contradition thata

is a complete vector witha 6≥ g. Becausea andg are incone(0), we know that there exist non-
negative reals,α1, . . . , αr, α

′
1, . . . , α

′
r such thatα1v1 + . . . + αrvr = a andα

′
1v1 + . . . + α

′
rvr = g.

Becausea 6≥ g there is somej ∈ [1, r] such thatαj < α
′
j . Let d1, . . . , dr ∈ N0 such thatdj = 0 and

α
′
i + di > αi for i = 1, . . . , r with i 6= j. Now we have

g+d1v1+...+drvr−a = (α
′
1+d1)v1+...+(α

′
r+dr)vr−a = (α

′
1+d1−α1)v1+. . .+(α

′
r+dr−αr)vr

which has positive coeffients. Thusg+d1v1+...+drvr ∈ intcone(a). Butg+d1v1+...+drvr 6∈ S,
which contradicts the completeness ofa. Thus ifa is complete, thena ≥ g. This shows thatg is the
unique minimal complete vector. Thereforeg(V ) = {g}.

10.2 The Linear Case

Let v1, . . . ,vr,w ∈ Zr
0. Supposew ∈ cone(0, {v1, . . . ,vr}). Let k ∈ N. Let V = {vi + jw |

0 ≤ i ≤ r, 0 ≤ j ≤ k} andV
′
= {v1, . . . ,vr,w}.

Theorem 19.Suppose thatV is dense. LetG = {c1v1+. . .+crvr−VA+(|A|−1)w | c1, . . . , cr ∈ N0

c1 + . . . + cr =
⌊ |A|−2

k

⌋
+ 1}. Nowg(V ) = G.

Proof. First we will prove thatS(V
′
) is dense. LetM be the set of matrices with columns fromV .

Let M
′

be the set of matrices with columns fromV
′
. Let A ∈ M . The columns ofA are integer

linear combinations of vectors inV
′
. Because determinants are multi-linear,|M | is an integer linear

combination of the determinants of matrices inM
′
. BecauseS(V ) is dense,1 can be written as an

integer linear combination of determinants of matrices inM . Thus1 can be written as an integer linear
combination of determinants of matrices inM

′
. Sogcd(V

′
) = 1 andS(V

′
) is dense.

Next we will prove that all vectors inG are complete. Letg ∈ G andc1, . . . , cr ∈ N0 with

g = c1v1 + . . . + crvr −VA + (|A| − 1)w

and

c1 + . . . + cr =
⌊
|A| − 2

k

⌋
+ 1.

Let b ∈ intcone(g). BecauseV
′
is dense, there exists an integerm ∈ [0, |A| − 1] such thatb ≡ mw

mod (A). Thus we can express

b−mw = c
′
1v1 + . . . + c

′
rvr

for some integersc
′
1, . . . , c

′
r. Now we have

c
′
1v1 + . . . + c

′
rvr = b−mw

≥ b− (|A| − 1)w
∈ intcone(g − (|A| − 1)w)
= intcone(c1v1 + . . . + crvr −VA).

Thus fori = 1, . . . , r we havec
′
i > ci − 1, and thusc

′
i ≥ ci. If we add theser inequalities we see

that

c
′
1 + . . . + c

′
r ≥ c1 + . . . + cr =

⌊
|A| − 2

k

⌋
+ 1.
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Let n = c
′
1 + . . . + c

′
r. Consider all sums ofn vectors inV . The sums form the set

S
′
= {d1v1 + . . . + drvr + jw|d1, . . . , dr, j ∈ N0d1 + . . . + dr = n, 0 ≤ j ≤ nk},

whereS
′ ⊂ SN0 by definition. But we have

nk = (c
′
1 + . . . + c

′
r)k ≥

(⌊
|A| − 2

k

⌋
+ 1

)
k >

(
|A| − 2

k

)
k ≥ |A| − 2,

sonk ≥ |A| − 1. Thusb = c
′
1v1 + . . . + c

′
rvr + mw ∈ S

′
andb ∈ S. Thereforeg is complete which

proves that all vectors inG are complete.

Lemma 39. Let H = {c1v1 + . . . + crvr + (|A| − 1)w | c1, . . . , cr ∈ Z c1 + . . . + cr ≤
⌊ |A|−2

k

⌋
}.

NowH ∩ SN0 = ∅.

Suppose for the sake of contradiction thata ∈ H can be written as the sum ofn vectors inV .
Case 1,n ≤

⌊ |A|−2
k

⌋
:

All vectors inV are congruent to one of0,w, . . . , kw mod (A), soa is congruent to one of0,w, . . . , nkw.
We havenk ≤

⌊ |A|−2
k

⌋
k ≤ |A|−2

k k = |A| − 2. Thusa 6≡ (|A| − 1)w. But this contradicts the fact that
all elements ofH are congrent to(|A| − 1)w. Thusa cannot be written as the sum ofn vectors inV .
Case 2,n >

⌊ |A|−2
k

⌋
:

Becausea ∈ H, there exist integersc1, . . . , cr with c1 + . . . + cr ≤
⌊ |A|−2

k

⌋
such that

a = c1v1 + . . . + crvr + (|A| − 1)w.

Becausea is the sum ofn vectors fromV it can be written

a = c
′
1v1 + . . . + c

′
rvr + mw

with c
′
1, . . . , c

′
r,m ∈ N0 and c

′
1 + . . . + c

′
r = n. Taking both representations ofa mod (A) we

know thatmw ≡ a ≡ −w. Thus|A| dividesm + 1. Becausem is non-negative, we conclude that
m ≥ |A| − 1. Now we have

c1v1 + . . . + crvr ≥ c1v1 + . . . + crvr + (|A| − 1)w −mw

= a−mw

= c
′
1v1 + . . . + c

′
rvr.

Thusci ≥ c
′
i for i ∈ [1, r]. Adding theser inequalities we have

⌊ |A| − 2
k

⌋
≥ c1 + . . . + cr ≥ c

′
1 + . . . + c

′
r = n >

⌊ |A| − 2
k

⌋
,

which is a contradiction. Thereforea cannot be written as the sum ofn vectors inV . Hence for any
a ∈ H we havea 6∈ SN0 .

Next we will prove that for anyg ∈ G we haveg ∈ g(V ). Because of the analogous definitions of
G andH we haveg + VA − vi ∈ H and thusg + VA − vi 6∈ SN0 for i ∈ [i, r]. We have proved that
g is complete and now by Theorem 3, we haveg ∈ g(V ). ThusG ⊂ g(V ).

Lemma 40. Let c1, . . . , cr,m ∈ Z with m < |A| and at least one ofc1, . . . , cr negative. Then
a = c1v1 + . . . + crvr + mw 6∈ SN0 .
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Proof. Suppose for the sake of contradiction thata ∈ SN0 . Thus there existc
′
1, . . . , c

′
r,m

′ ∈ N0 such
that

a = c
′
1v1 + . . . + c

′
rvr + m

′
w.

But
0 ≡ a− a ≡ m

′
w −mw ≡ (m

′ −m)w,

and thus|A| dividesm
′ −m. Thus for some integerk we havem

′ −m = k|A|. But m < |A| andm
′

is positive, sok ≥ 0. By Theorem 6|A|w ≡ 0. Thus for somed1, . . . , dr ∈ N0, we have

d1v1 + . . . + drvr = |A|w.

Now

c
′
1v1 + . . . + c

′
rvr + m

′
w −m

′
w = a− (m + k|A|)w

= c1v1 + . . . + crvr + mw −mw − k(d1v1 + . . . + drvr)
= (c1 − kd1)v1 + . . . + (cr − kdr)vr.

Thusc
′
i = ci − kdi for i ∈ [1, r]. But for somej ∈ [1, r], we havecj < 0. Sincek anddj are

non-negative,c
′
j is negative, which is a contradiction. Thusa 6∈ SN0 .

Finally, we will prove thatg(V ) ⊂ G. We will do this by showing thatg 6∈ G impliesg 6∈ g(V ).
For some realα1, . . . , αr we have

g = α1v1 + . . . + αrvr + (|A| − 1)w.

Let
a = (bα1c+ 1)v1 + . . . + (bαrc+ 1)vr + (|A| − 1)w

and
b = bα1cv1 + . . . + bαrcvr + (|A| − 1)w.

Now g ∈ cone(b) anda ∈ intcone(g).

Case 1,bα1c+ . . . + bαrc+ r ≤
⌊ |A|−2

k

⌋
:

Now a ∈ H by the definition ofH soa 6∈ S, andg is not complete, thusg 6∈ g(V ).

Case 2,αj < −1 for somej ∈ [1, r]:
Now bαjc+1 is negative andm < |A|, so by Lemma 40,a 6∈ S. Thusg is not complete andg 6∈ g(V ).

Case 3,bα1c+ . . . + bαrc+ r >
⌊ |A|−2

k

⌋
andα1, . . . , αr ≥ −1:

There exist integersc1, . . . , cr such that−1 ≤ ci ≤ bαic for i ∈ [1, r] and

c1 + . . . + cr + r =
⌊
|A| − 2

k

⌋
.

Let
g

′
= c1v1 + . . . + crvr.

Now g
′ ∈ G and thusg

′
is complete. Alsog

′ ≤ b ≤ g sog 6∈ g(V ).
Thereforeg 6∈ G impliesg 6∈ g(V ). Thusg(V ) ⊂ G and finallyg(V ) = G.

This result directly generalizes the 1-D result in [4] which computes the Frobenius number for
the case when the numbers form an arithmetic progression. The result states thatg(m,m + w,m +
2w, . . . ,m + (k − 1)w) = mbm−2

k−1 c+ (m− 1)w.
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10.3 Another Linear Case

If we let n = 1, the following Theorem reduces to Theorem 18.

Theorem 20. Letv1, . . . ,vr,w ∈ Zr such thatv1, . . . ,vr form a simple cone. Let

V = {v1, . . . ,vr, c1w, . . . , cnw}

wherec1, . . . , cn ∈ N with c1, . . . , cn, |A| relatively prime. Suppose further thatS(V ) is dense. Now
we haveg(V ) = {g(c1, . . . , cn, |A|)w + |A|w −VA} whereg is the Frobenius function.

Proof. Let V
′

= {v1, . . . ,vr,w}. Becausec1w, . . . , cnw are multiples ofw, we haveSZ(V ) ⊂
SZ(V

′
). By Theorem 7,|A|w ≡ 0 so |A|w is an integer linear combination ofv1, . . . ,vr and thus

|A|w ∈ SZ(V ). But c1, . . . , cr, |A| are relatively prime, thusw can be written as an integer linear
combination ofc1w, . . . , cnw, |A|w and thusw ∈ SZ(V ). ThusSZ(V

′
) ⊂ SZ(V ) andSZ(V

′
) =

SZ(V ), so we can conclude thatS(V
′
) is dense. By Theorem 6,|A|w is the smallest multiple ofw

congruent to0.

Let m ∈ m(V ). By Lemma 8, there exista1, . . . , an ∈ N0 such thatm =
n∑

i=1
aiciw ∈ Zw. Thus

m(V ) ⊂ Zw andm(V ) is completely ordered. Thus each congruence class has a unique element in
m(V ).

Suppose for contradiction thatg(c1, . . . , cn, |A|)w ∈ SN(V ). Then there exista1, . . . , ar, b1, . . . , bn ∈
N0 such that

g(c1, . . . , cn, |A|)w =
r∑

i=1

aivi +
n∑

i=1

aiciw.

Now we can see that
r∑

i=1
aivi is a multiple ofw, so there exists somed ∈ N with dw =

r∑
i=1

aivi.

But dw ≡ 0 so by Theorem 6,|A| dividesd. But nowg(c1, . . . , cn, |A|)w is a positive non-negative
integer linear combination ofc1w, . . . , cnw, |A|w, which contradicts the definition of the Frobenius
function. Thusg(c1, . . . , cn, |A|)w 6∈ SN(V ).

Let d ∈ N be greater thang(c1, . . . , cn, |A|). By Theorem 6,|A|w is congruent to0 and thus
|A|w ∈ SN(V ). But now by the definition of the Frobenius function, we see thatdw can be written as
a non-negative integer linear combination ofc1w, . . . , cnw, |A|w. Thusdw ∈ SN(V ).

In particular
g(c1, . . . , cn, |A|)w + |A|w ∈ SN(V ),

and thus
g(c1, . . . , cn, |A|)w + |A|w ∈ m(V ).

Because
g(c1, . . . , cn, |A|)w + w, . . . , g(c1, . . . , cn, |A|)w + (|A| − 1)w

are all inSN(V ), we see thatg(c1, . . . , cn, |A|)w + |A|w is the maximal element inm(V ).
Supposeg ∈ g(V ). By Theorem 9, there exists a complete set of residuesω1, . . . , ω|A| such that

g = lub(ω1, . . . , ω|A|) − VA. But each congruence class has a unique element inm(V ) so one of
ω1, . . . , ω|A| is equal tog(c1, . . . , cn, |A|)w + |A|w. Thus

g = lub(ω1, . . . , ω|A|)−VA = g(c1, . . . , cn, |A|)w + |A|w −VA.

Thereforeg(V ) = {g(c1, . . . , cn, |A|)w + |A|w −VA}.
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11 Multiplying by d

Theorem 21 is a generalization of a Theorem published by Johnson [9] in 1960.

Theorem 21. LetV = {v1, . . . ,vk} andV
′
= {v1, . . . ,vr, dvr+1, . . . , dvk} whered ∈ N. Suppose

thatS(V ) andS(V
′
) are dense. Nowg(V )−VA = dg(V

′
)−VA.

Before proving this Theorem, we will first prove several Lemmas.

Lemma 41. Let G be a finite additive group and letd ∈ N. Now letφ : G → G be defined by
φ(g) = dg for all g ∈ G. Thenφ is an automorphism if and only if(o(G), d) = 1.

Proof. Supposeφ is an automorphism. Nowker(φ) = {0}. Suppose for the sake of contradiction
that there exist a primep with p|o(G) andp|d. By Cauchy’s Theorem, there exists ag ∈ G with
o(g) = p. Now φ(g) = dg = 0. But nowg ∈ ker(φ) thuso(g) = 1, which is a contradiction. Thus
(o(G), d) = 1.

Now suppose that(o(G), d) = 1. Letg ∈ G with g 6= 0. We haveo(g)|o(G) so(o(g), d) = 1. Also
o(g) 6= 1 soo(g) 6 | d. Thusdg 6= 0 andg 6∈ ker(φ). Thusker(φ) = {0} andφ is an automorhism.

We are assumingS(V
′
) to be dense, so we need multiplication byd to be an automorphism of

Zr/A. By Lemma 41, this is exactly when|A| andd are relatively prime.

Lemma 42. If ω1, . . . , ω|A| ∈ m(V ) is a complete set of residues, theng = lub(ω1, . . . , ω|A|)−VA

is a complete vector.

Proof. Let v be some vector infund(g). There exists aj ∈ [1, |A|] such thatωj ≡ v. Now Pi(v) >
Pi(g), and

Pi(ωj) ≤ max(Pi(ω1), . . . , Pi(ω|A|))
= Pi(lub(ω1), . . . , Pi(ω|A|))
= Pi(g + VA)
= Pi(g) + 1.

Now for all i ∈ [1, r] we have

Pi(v)− Pi(ωj) > Pi(g)− (Pi(g) + 1) = −1.

But by Lemma 28,Pi(v) − Pi(ωj) ∈ Z, so Pi(v) ≥ Pi(ωj). Thusv ≥ ωj andv ∈ S. Thus
fund(g) ⊂ S, and by Lemma 11,g is a complete vector.

We have

gcd(V
′
) = gcd(v1, . . . ,vr, dvr+1, . . . , dvk)|gcd(dv1, . . . , dvk) = d · gcd(v1, . . . ,vk) = d,

andgcd(V
′
) divides|A|, sogcd(V

′
) = 1 andS(V

′
) is dense.

Lemma 43. dm(V ) = m(V
′
).

Proof. Supposeω ∈ m(V ). By Lemma 8, there existcr+1, . . . , ck ∈ N0 such that
k∑

i=r+1
civi = ω.

Now dω =
k∑

i=r+1
cidvi ∈ S(V

′
). There exist someω

′ ∈ Qr such thatdω
′ ∈ m(V

′
), dω

′ ≡ dω,
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and dω
′ ≤ dω. By Lemma 8, there existc

′
r+1, . . . , c

′
k ∈ N0 such that

k∑
i=r+1

c
′
idvi = ω

′
. Now

ω
′
=

k∑
i=r+1

c
′
ivi, ω

′ ≤ ω, andω
′ ≡ ω. Becauseω ∈ m(V ), we must havedω = dω

′ ∈ m(V
′
).

Now supposeω 6∈ m(V ).

Case 1:ω 6∈ S(V ). For allcr+1, . . . , ck ∈ N0 we have
k∑

i=r+1
civi 6= ω, thus

k∑
i=r+1

cidvi 6= dω and

by the converse of Lemma 8 we havedω 6∈ m(V
′
).

Case 2:ω ∈ S(V ) with ω not minimal in its residue class. Letω
′
be a vector inm(V ) with ω

′
< ω

andω
′ ≡ ω. Now there existcr+1, . . . , ck ∈ N0 such that

k∑
i=r+1

cidvi = ω
′
. Now dω

′ ∈ S(V
′
),

dω
′ ≡ dω, anddω

′
< dω. Thusdω 6∈ m(V

′
), which proves the lemma.

Lemma 44. If g −VA is complete inS(V ), thendg −VA is complete inS(V
′
).

Proof. Supposeg−VA is complete. Letg
′−VA be a vector ing(V ) with g

′ ≤ g. By Theorem 9 there
exist a complete set of residues,ω1, . . . , ω|A| ∈ m(V ), such thatg

′
= lub(ω1, . . . , ω|A|). Thusg

′ ≥
ωj for j ∈ [1, |A|]. Also dg ≥ dg

′ ≥ dωj , thusdg ≥ lub(dω1, . . . , dω|A|). By Lemma 43 we have

dωj ∈ m(V
′
) for j ∈ [1, |A|], and thus by Lemma 42 we havedg−VA ≥ lub(dω1, . . . , dω|A|)−VA

is complete inS(V
′
).

Lemma 45. Letg ∈ Zr. If dg −VA ∈ S(V
′
), theng −VA ∈ S(V ).

Proof. There existc1, . . . , ck ∈ N0 with c1, . . . , cr ≥ 1, such that

dg = c1v1 + . . . + crvr + cr+1dvr+1 + . . . + ckvk.

Now
g =

c1

d
v1 + . . . +

cr

d
vr + cr+1vr+1 + . . . + ckvk,

so
g ∈ intcone(cr+1vr+1 + . . . + ckvk).

Also dg ≡ cr+1dvr+1 + . . . + ckdvk, and because multiplication byd is an automorphism of residue
classes, we haveg ≡ cr+1vr+1 + . . . + ckvk. Thus by Lemma 28ci

d ∈ N for all i ∈ [1, r], and thus
g −VA ∈ S(V ).

And now we are ready to prove Theorem 21.

Proof. Supposeg −VA ∈ g(V ). By Lemma 44,dg −VA is complete inS(V
′
). By Theorem 3, for

all i ∈ [1, r] there existα1, . . . , αr ∈ R≥0 such thatαi = 0 andg −VA +
r∑

i=1
αivi is in Zr but not in

S(V ). By Lemma 45,dg−VA +
r∑

i=1
αidvi 6∈ S(V

′
). Now by Theorem 3, we havedg−VA ∈ g(V

′
),

which proves the first direction.
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Now supposedg−VA ∈ g(V
′
). By Theorem 9 there exist a complete set of residuesdω1, . . . , dω|A| ∈

m(V
′
) such thatdg = lub(dω1, . . . , dω|A|). Now

lub(ω1, . . . , ω|A|) =
r∑

i=1

max(Pi(ω1), . . . , Pi(ω|A|))vi

=
1
d

r∑
i=1

max(Pi(dω1), . . . , Pi(dω|A|))vi

=
1
d
lub(dω1, . . . , dω|A|)

= g.

Thus by Lemma 42,g −VA is complete. There existg
′

with g
′ −VA ∈ g(V ) andg

′ ≤ g. By the
first direction, we know thatdg

′ −VA ∈ g(V
′
). But dg

′ −VA ≤ dg −VA ∈ g(V
′
), sog

′
= g.

Thusg −VA ∈ g(V ), which proves the second direction.

12 Generalized Problem for Non-dense Situations

As a natural generalization of our problem, it makes sense to consider the cases whengcd(V ) 6= 1.
Call points of the form{a|(intcone(a) ∩ SZ(V )) ⊂ S(V )} generalized-complete, and the set of

all such pointsC(V ). We defineG(V ), thegeneralizedg-setas

{min(a ∈ gcd(V )RH|a ∈ C(V ))},

the set of minimums determined with respect to cone inclusion. Note that this is analogous to
definition ofg(V ) as

{min(a ∈ RH|a ∈ c(V ))},

wherec(V ) is the set of complete points. Furthermore, it is clear that whengcd(V ) = 1, g(V ) =
G(V ).

Bridging the gap betweenG(V ) andg(V ) is not difficult since we have already done enough work
to show the preservation of cone inclusion under multiplication of a matrix.

Theorem 22. Suppose thatV = DV ′, where|D| = gcd(V ). ThenG(V ) = Dg(V ′).

Proof. ConsiderG ∈ G(V ). It is an element ingcd(V )RH, so multiplying byD−1 gives an element
g ∈ RH. Note thatSZ(V ) = DZr by Lemma??. We claim thatg ∈ g(V ′). If not, there is someg′

which is complete and hasg > g′. However, by Lemma 22,G = Dg > Dg′. Sinceg′ is complete,
(intcone(g′) ∩ Zr) ⊂ S(V ′). Thus,

(intcone(Dg′) ∩DZr) ⊂ S(DV ′)
= S(V ).

SinceDg′ ∈ gcd(V )RH, Dg′ is a generalized-complete vector, contradicting the fact thatG was
minimal.

The other direction is almost identical. Ifg ∈ g(V ′), thenDg = G ∈ gcd(V )RH. If G /∈ G(V ),
then there is someG′ which is generalized-complete and hasG > G′. Sog = D−1G > D−1G′. Since
G′ is generalized-complete,
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(intcone(D−1G′) ∩D−1SZ(V )) ⊂ S(D−1V )
(intcone(D−1G′) ∩D−1DZr) ⊂ S(D−1V )

(intcone(D−1G′) ∩ Zr) ⊂ S(V ′).

SinceD−1G′ ∈ RH, D−1G′ is complete, andg cannot have been minimal.

We recall that the classical problem, where finding theg-set ofV = {a1, . . . , an} is finding their
Frobenius number. We have only defined the problem whengcd(V ) = 1. Suppose we relax this
condition and allowgcd(V ) = k, k < ∞. Then:

Corollary 11. Supposer = 1, V = {a1, . . . , an}, andgcd(V ) = k. ThenG(V ) = {k × frob(V ′)},
whereV ′ = {a1/k, . . . , an/k}.

So, in the1-d case, we can still get ageneralized Frobenius numberas the sole member of our
g-set. We denote this number byfrob(V ).

For example, whenV = {10, 14}, SZ(V ) = {2a, a ∈ Z}. frob(V ) = 26, since any even number
greater than26 can be generated byV , but26 cannot.
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