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1. INTRODUCTION

A fundamental question in any branch of mathematics is the classification problem. In the case of

Topology, our question can be translated into the problem ofclassifying spaces; specifically, classifying dif-

ferentiable manifolds up to equivalence class. Classically, we consider the equivalence classes of manifolds

up to homeomorphism. However, in this paper we will focus on the question of classifying manifolds up to

homotopy, although we will address the issue of classification up to homeomorphism as well. For instance,

let us examine the torusT2 and the sphereS2. Intuitively, it seems that they are not topologically equivalent.

Note that the torus has aholeand the sphere does not (see Figure 1). In order to formally prove that they are

not topologically equivalent, we need a concrete way to examine them.

?
≃

FIGURE 1. S2 andT2

A strikingly simple and effective way to do this is to look athorizontal slicesof these manifolds and

observe what these cross-sections look like. Back to our example, we see that the slices ofS2 generally are

either circles, empty, or points at the north and south polesof the sphere. However, when we look atT2,

we see that the cross-sections generally are either circles, empty, points at the north and south poles like the

sphere; but in addition, the slices of the torus look like twodisjoint circles around the hole. Intuitively, this is

a compelling reason to argue thatS2 andT2 are not equivalent. In order to look at these slices more closely,

we are going to consider real-valued functions on the manifolds. Our philosophy is that manifolds which

fall into different homotopy equivalence classes would have different kinds of function on them. However,

before we can study these functions, we must know exactly what a differentiable manifold is and what

functions on it we want to study. Hence, we begin the paper with their definitions and some properties.
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FIGURE 2. Height functions onS2 andT2

It turns out that differentiable manifolds locally look like the Euclidean spaceRn. Therefore, Analysis

is a natural tool to use in studying these functions. More specifically, since we can diffeomorphically map a

neighborhood of each point on a manifold to a subset ofR
n, it is not difficult to apply results from Analysis

to our study of differentiable manifolds.

FIGURE 3. Height function without isolated critical points

Next, we look at functions and observe that the height functions are nice candidates for our study (see

Figure 2). Height functions allow us to easily look at slicesof manifolds since each slice is the pre-image of

a single point inR. However, not all height functions will be of interest to us.Consider the height function

in Figure 3. We have infinitely many points mapping to a critical value. It turns out that this is a highly

undesirable condition because it does not allow us toisolatecritical points. However, we see in Figure 4

that any slight global perturbation of the manifold, such astilting, yields a height function with isolated

critical points.

In view of the discussion above, it becomes natural to consider theHessianof a map. Using Analysis,

we see that if the Hessian isnon-degenerate, the critical points of the function are isolated. Hence, we



4 SUSAN ABERNATHY

FIGURE 4. Height function with isolated critical points

will study mapsf : M → R with a non-degenerate Hessian whereM is a compact differentiable manifold.

We observe that compactness allows some degree of finitenessin our results, since continuous functions on

compact sets attain their maximums and minimums, and so havefinitely many critical points.

FIGURE 5. Horizontal cross-sections (slices) ofS2 andT2

Once we consider the real-valued maps, we re-evaluate our discussion of height functions on the torus

and sphere. From Figure 5, we can geometrically observe thata topological change occurs in the slices at

critical points. For instance, the number of connected components changes. Hence, we say that the level sets

only change at critical points. An equivalent way to say thisis that the slices do not change between critical

points. These two statements give us two very important results. The first statement leads us to a result called

Morse Lemma, which is proven using almost entirely Analytical techniques. We note that Morse Lemma

gives us a local description of the manifold at critical points. In contrast, the second statement leads us to a

result called the Flow Lemma, which shows that between critical points the level sets are homeomorphic to

one another via the gradient flow. This is a topological result that uses ideas from Dynamical Systems and
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allows us to give a global characterization of the manifold.We provide the details of both of these proofs in

sections 2 and 3 of the paper.

From the discussion above, we are now interested in seeing exactly happens to the structure of the

manifolds at these critical points. We know that the slices change, but we would like to know how exactly

the structure of the manifold changes. An application of theMorse Lemma and the Flow Lemma yields that

at a critical point of indexλ we change the topology by attaching aλ-handle to the level set. This result is

formalized in the Fundamental Structure Theorem, which we prove in section 3.2.

We conclude the paper with some applications of Morse theoryto the study of differentiable manifolds.

Among the most important of these applications is Reeb Theorem, which states that any manifold that

admits a Morse function with exactly two critical points is homeomorphic to a sphere. Finally, we return

to our example comparing the sphere and the torus to considerthe Poincaré polynomial associated with

each manifold. Using this polynomial, we show that there is alower bound on the number of index-1

critical points forT2, showing thatT2 andS2 cannot behomotopic. In addition, we can use the Poincaré

polynomial to show that the torus does not admit a Morse function with two critical points, thus showing by

way of Reeb Theorem thatT2 andS2 cannot behomeomorphic.

1.1. Differentiable Manifolds. We begin with the definition of a differentiable manifold. For a more in-

depth discussion of this definition, see [7] and [11].

Definition 1. An n-dimensional differentiable manifoldM is a Hausdorff topological space that has a cov-

ering of countably many open sets U1,U2, . . . satisfying the following conditions:

(i) For each Ui there is a homeomorphismψi : Ui → R
n.

(ii) If U i ∩U j 6= /0, the homeomorphismsψi andψ j combine to give a diffeomorphismψ ji = ψ jψ−1
i of

ψi (Ui ∩U j) ontoψ j (Ui ∩U j).

The pair(Ui,ψi) is called acoordinate chart, and the set of all coordinate charts, called theatlas, is denoted

{Ui ,ψi}.

So, for eachi, ψi mapsUi to an open subset ofRn. Thus, each pointp∈ M is contained in a neigh-

borhood, sayUp, which is diffeomorphic toRn. In simpler terms, ann-dimensional differentiable manifold

locally looks like R
n. We see an example of a 2-dimensional differentiable manifold in Figure 6. The

neighborhoodUp is mapped to a subset ofR2 by ϕp.
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p Up

ϕp

R
2

FIGURE 6. The coordinate function for a pointp∈ S2

We now define thetangent spaceat a pointp, an important concept needed later in the paper. For a

more detailed discussion, see [7] and [11].

Definition 2. Let M be an n-dimensional differentiable manifold contained as a submanifold ofRm for some

m> n, and let p∈ M. Then thetangent spaceof M at p, denoted TpM, is the set of all velocity vectors of

curves contained in M which pass through p.

Remark 1. Notice that for any point p∈ R
n, TpR

n is R
n itself.

Given a differentiable manifold, there is a natural structure that we can put on it which allows us to

consider distance and angles; that is, we have a Riemannian metric. The fact thatM has a countable cover

and is indeed Hausdorff ensures that a metric always exists (see [7]). Once we have a metric, we can consider

an inner product and gradient as follows:

Definition 3. Let M be a differentiable manifold. Choose a Riemmanian metric on M and let〈X,Y〉 denote

the inner product of two tangent vectors. Then, given f: M → R, thegradientof f is the vector field∇ f on

M which is characterized by the identity〈X,∇ f 〉g = X ( f ).

A standard concept is the idea of a critical point, which we now define.

Definition 4. Let f be a smooth real-valued function on a manifold M. A pointp∈ M is a critical pointof

f if the induced map d f: TpM → Tf (p)R is zero.

Note that this vector field vanishes at the critical points off .
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1.2. Morse Functions. Before we discuss what Morse functions are, let us consider some preliminary Ana-

lytical concepts. We begin by defining the Hessian, which plays a very important role. It lets us characterize

the functions we want to consider when studying differentiable manifolds, and also lets us define thein-

dexof a critical point. Note that we define the Hessian only for maps in Euclidean space. The nature of

differentiable manifolds allows us to extend this definition to fit our purposes. More specifically, because

a differentiable manifold is locally diffeomorphic toRn with diffeomorphic transition functions and we as-

sume smoothness in the atlas, we can apply the Analytic notion of the Hessian to manifolds. For more

details see [1], [3], and [4].

Definition 5. Given a smooth function f: R
n → R theHessianof f is the n×n matrix

H f (x) =

[

∂2 f
∂xix j

]

.

We can now define exactly the functions which we wish to study.

Definition 6. Given a compact differentiable manifold M, a function f: M → R is a Morse functionif

detH f (p) 6= 0 for every critical point p of f .

As mentioned before, the Hessian also allows us to define the very important concept of theindexof a

critical point.

Definition 7. Given a differentiable manifold and a Morse function f: M → R with critical point p the

indexof p is the dimension of the largest negative definite subspace of Hf (p).

1.3. Analytical Results. In this section, we revisit several results from Analysis which prove to be very

important. We begin with the Inverse Function Theorem, a famous analytical result, adapted to differentiable

manifolds by Lee in [7].

Inverse Function Theorem for Manifolds. Suppose M and N are smooth manifolds, p∈ M, and

dF : TpM → TF(p)N is bijective. Then there exist connected neighborhoods U of p and V of F(p) such that

F|U : U →V is a diffeomorphism.

We skip the proof of this important result as we choose instead to focus on its pertinent application in the

proof of Morse Lemma. For a detailed proof, see [7].



8 SUSAN ABERNATHY

Our first result shows that non-degenerate critical points of Morse functions are isolated. First, we

prove a technical lemma on the submultiplicity of norms of invertible matrices.

Lemma 1. If H : R
n → R

n is linear and invertible, then there exists c> 0 such that|Hx| ≥ c|x|.

Proof. Let H be as above and takec =
1

|H−1|
. Then

|x| = |H−1(Hx) | ≤ |H−1||Hx| =
1
c
|Hx|.

�

Theorem 2. Let F = ( f1, . . . , fn) : R
n → R

n be a function such that fi : R
n → R is differentiable for all

1≤ i ≤ n. If A=

[

∂ fi
∂x j

(a)

]

has a non-zero determinant, then there existsδ > 0 such that F(x) 6= F (a) with

0 < |x−a| < δ.

Proof. Since fi ∈C1 we have that Taylor’s Formula holds. So, for alli

fi (x) = fi (a)+
∞

∑
j=1

∂ fi
∂x j

(a) · (x j −a)+ ρi (x) |x−a|

whereρi (x) |x−a| is the error term with the property that lim
x→a

ρi (x) → 0. Then,

F (x) = F (a)+A · (x−a)+R(x) |x−a|

whereR(x) = (ρ1 (x) , . . . ,ρn (x)), and thus lim
x→a

R(x) = (0, . . . ,0). Now using Lemma 1, we can pickc so

that |Ax| ≤ c|x|. Next, there existsδ > 0 such that for allx∈ R,0 < |x−a| < δ and|R(x) | <
c
2

. Hence,

|F (x)−F (a) | ≥ |A(x−a) |− |R(x) ||x−a|

≥ c|x−a|− c
2|x−a|

≥ c
2|x−a|

> 0.

�

For a more detailed treatment of such Analytical results, see [1] and [10]. Using these results, we can

prove a corollary which confirms our initial observation about non-degenerate critical points.

Corollary 1. Let F : R
n → R such that F∈C2. Then every non-degenerate critical point of F is isolated.
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Proof. Let F be defined as above and letp be a critical point ofF. Let f = ( f1, . . . , fn) where fi =
∂F
∂xi

.

Then f (p) = 0 and f ′ (p) =
∂F

∂xi∂x j
(p) 6= 0 sincep is non-degenerate. Then

[

∂F
∂xi∂x j

(p)

]

has a non-zero

determinant. Thus by Theorem 1, there existsδ > 0 such that for allx∈ R
n such that 0< |x− p| < δ, we

have thatf (x) 6= f (p). Thus,p is isolated. �

2. MORSELEMMA

In this section, we provide a detailed proof of Morse Lemma, which gives us a local description of a

manifold in a neighborhood of its critical points. In simpleterms, it states that regardless of the coordinate

map on a manifoldM there is a change of coordinates around a critical point which gives us a quadratic

expression off depending on its index. Before we can state and prove it, we need a technical lemma.

Lemma 2. Let f : V → R be a smooth function, where V is a convex neighborhood of0 in R
n, and let

f (0) = 0. Then there exist smooth functions, gi , defined on V such that

f (x1, . . . ,xn) =
n

∑
i=1

xigi (x1, . . . ,xn)

for some suitable smooth functions gi defined in V .

Proof. Let f be defined as above, wheref (0) = 0. Then, by the Fundamental Theorem of Calculus, we

have that

f (x1, . . . ,xn) = f (x1, . . . ,xn)− f (0)

=
∫ 1

0

d f
dt

(tx1, . . . , txn)dt

=

∫ 1

0

n

∑
i=1

∂ f
∂x1

(tx1, . . . , txn)xidt.

Since the sum is finite, we have that

f (x1, . . . ,xn) =
n

∑
i=1

xi

∫ 1

0

∂ f
∂xi

(tx1, . . . , txn)dt.

Let us definegi (x1, . . . ,xn) =
∫ 1

0

∂ f
∂xi

(tx1, . . . , txn)dt. Then f (x1, . . . ,xn) =
n

∑
i=1

xigi (x1, . . . ,xn). In particular,

observe thatgi (0) =
∂ f
∂xi

(0) .

�
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Morse Lemma. Let M be a differentiable manifold and let f: M → R be a smooth function where p is

critical point of f . Then there is a local coordinate system(y1, . . . ,yn) in a neighborhood, U of p with

yi (p) = 0 for all i and such that the identity

f (y1, . . . ,yn) = f (p)−y2
1−·· ·−y2

λ +y2
λ+1+ · · ·+y2

n

holds whereλ is the index of f at p.

The general idea of the proof is that we can use Lemma 2.1 to obtain a symmetric expression off at a

critical point. Then, following Milnor’s proof in [8], we can use a diagonalization technique for symmetric

forms to obtain our desired coordinate change. Thus, we can show that regardless of the given expression of

f , we can always change coordinates to express it in the desired form. We conclude the proof by showing

thatλ is indeed the index off .

Proof. Let f be a smooth, real-valued function on a manifoldM, andp be a critical point off . By transla-

tions, we can assume without loss of generality thatf (p) = f (0) = 0. Let (U,ψ) be a coordinate chart for

p∈ M. Apply Lemma 2.1 tof , so that forj = 1,2, . . . ,n, there exist smooth functionsg j (x1, . . . ,xn)

such that

f (x1, . . . ,xn) =
n

∑
j=1

x jg j (x1, . . . ,xn) .

Observing that the proof of Lemma was constructive, we see thatgi (0) =
∂ f
∂x j

(0) = 0 as it is a critical point.

Therefore, we can apply Lemma 2.1 tog j to get

(1) g j (x1, . . . ,xn) =
n

∑
i=1

x jhi j (x1, . . . ,xn) , for each j = 1, . . . ,n.

Substituting (1) into our original expression off , we have

f (x1, . . . ,xn) =
n

∑
i, j=1

xix jhi j (x1, . . . ,xn)

wherehi j (0) =
∂g j

∂xi
(0). We claim thathi j may be considered as a symmetric function with respect to

i and j.

Indeed, let̄hi j = 1
2 (hi j +h ji ). Then

f (x1, . . . ,xn) =
n

∑
i, j=1

xix jhi j (x1, . . . ,xn) =
n

∑
i, j=1

xix j h̄i j (x1, . . . ,xn) .
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First we note that̄hi j is symmetric, since

h̄i j = 1
2 (hi j +h ji )

= 1
2 (h ji +hi j )

= h̄ ji .

Next, for any 1≤ i, j ≤ n, we see that

xix j h̄i j +x jxi h̄ ji = xix j
(

1
2 (hi j +h ji )

)

+x jxi
(

1
2 (h ji +hi j )

)

= xix j
(

2· 1
2 (hi j +h ji )

)

= xix j (hi j +h ji )

= xix jhi j +x jxih ji .

Hence, it is now clear that

f (x1, . . . ,xn) =
n

∑
i, j=1

xix jhi j (x1, . . . ,xn) =
n

∑
i, j=1

xix j h̄i j (x1, . . . ,xn) .

For the rest of the proof, we write the functionf (x1, . . . ,xn) as f ; hi j (x1, . . . ,xn) ashi j ; andh̄i j (x1, . . . ,xn)

ash̄i j for the sake of brevity.

We show that there exists an inductive transformation whichgives us our desired expression off as

quadratic forms. We begin by finding a change of coordinates where f is quadratic with respect to the first

variable. Finally, we iterate this processn times total to obtain our desired expression off . Let us

now begin.

First, we may assume that|h11| 6= 0. Notice, hi j (0) =
∂g j

∂xi
(0) =

1
2

∂2 f
∂xi∂x j

(0) . Since the Hessian,

∂2 f
∂xi∂x j

(0), is non-degenerate, there exists somexk such thathk1 6= 0, where 1< k ≤ n. Thus, there exists

some linear transformation, sayL, such thatL(x1, . . . ,xk−1,xk, . . . ,xn−1,xn) = (xk,x2, . . . ,xk−1,x1, . . . ,xn−1,xn).

So,|h11| 6= 0.

Then, we have that the following holds foru = (x1, . . . ,xn) throughout a neighborhood,U1 of f (p):

f =
n

∑
i, j=1

xix jhi j

= x2
1h11+x1x2h12+ . . .+x1xnh1n +

n

∑
i, j≥2

xix jhi j

= ±

(

√

|h11|x1 +
x2h12+x3h13+ . . .+xnh1n

√

|h11|

)2

+
n

∑
i, j≥2

xix j h̄i j −

(

x2h12+x3h13+ . . .+xnh1n
√

|h11|

)2

.
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This provides a quadratic term usingx1 j for all j = 1,2, . . . ,n and a remainder term withxi j where

i, j ≥ 2. So we may define a change of coordinate functionϕ1 : R
n → R

n such thatϕ1(u) = (v1, . . . ,vn)

where

v1 =
√

|h11|

(

x1 +
x2h12+ . . .+xnh1n

|h11|

)

andvi = xi for all i 6= 1.

Thus, f (u) = ±v2
1 +

n

∑
i, j≥2

xix jHi j .

We claim thatHi j =
hi j −h1ih1 j

|h11|
and is in fact symmetric. First, notice that

Hi j = h̄i j −
h1ih1 j

|h11|

= h̄ ji −
h1 jh1i

|h11|

= H ji .

Also, we see that

n

∑
i, j≥2

(

xix j h̄i j −

(

x2h12+ . . .+xnh1n

|h11|

)2
)

=

=

(

x2
2h̄22−

x2
2h2

12

|h11|

)

+

(

x2x3h̄23−
x2x3h12h13

|h11|

)

+ . . .+

(

x2
nh̄nn−

x2
nh2

1n

|h11|

)

= x2
2

(

h̄22−
h2

12

|h11|

)

+x2x3

(

h̄23−
h12h13

|h11|

)

+ . . .+x2
n

(

h̄nn−
h2

1n

|h11|

)

=
n

∑
i, j≥2

xix j

(

h̄i j −
h1ih1 j

|h11|

)

=
n

∑
i, j≥2

xix jHi j .

Thus,

f = ±

(

√

|h11|x1 +
x2h12+x3h13+ . . .+xnh1n

√

|h11|

)2

+
n

∑
i, j≥2

xix jHi j ,

whereHi j is a symmetric form.

Observe thatϕ1 is a local diffeomorphism. Hence from the Inverse Function Theorem, we can compose

ϕ1 with our original map in the atlas,ψ, perhaps in a smaller neighborhood contained inU , to obtain an

expression which is quadratic onx1.
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We now provide the details of our observation. Indeed, note that

dϕ1 =
∂ϕ1

∂vi
dvi

=
∂ϕ1

∂v1
dv1 +

∂ϕ1

∂v2
dv2 + . . .+

∂ϕ1

∂vn
dvn

=
√

|h11|dv1 +0·dv2 + . . .+0·dvn

=
√

|h11|dv1 6= 0.

Then by the Inverse Function Theorem, there existU2 ⊂U1 andV2 ⊂V1, neighborhoods ofψ(p) and

ϕ1(ψ(p)) respectively, such thatϕ1|U2 : U2 → V2 is a diffeomorphism. We now iterate this processn− 1

more times. In therth step, we obtain a functionϕr : R
n → R

n such that(x1, . . . ,xn) 7→ (v1, . . . ,vn) given by

vi = xi for all i 6= r andvr =
√

|hii |

(

xr +∑
i>r

xiHir

|Hrr |

)

.

Note thatϕr is a local diffeomorphism. Next, by the Inverse Function Theorem, we may restrictϕr

to a smaller neighborhood ofp, sayUr . Since we iterate finitely many times, after thenth step, we find a

neighborhood, namely∩n
i=1Ui, where f = ±v2

1 + . . .+±v2
n.

Finally, we show that this expression off is unique up to the number of+’s and−’s; that is, we may

write f = f (p)−v2
1− . . .−v2

λ +v2
λ+1 + . . .+v2

n, for some 1≤ λ ≤ n and whereλ is unique. We do this by

showing thatλ is the index off at the critical pointp. Notice that

∂2 f
∂vi∂v j

(p) =























−2 if i = j ≤ λ,

2 if i = j > λ,

0 otherwise.

So we have that

H f (p) =



































−2 0 . . . 0

0
...

... −2
...

2

... 0

0 . . . 0 2



































.

So, there is a subspaceU of TpM of dimensionλ whereH f (p) is negative definite and a subspace

V of dimensionn− λ whereH f (p) is positive definite. We claim thatλ is the maximal dimension of a

negative definite subspace. Indeed, suppose there is a subspaceU ′ of TpM of dimensionk ≥ λ + 1 where
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H f (p) is negative definite. SinceU ′ andV are both subspaces ofTpM which is dimensionn, andk+n−λ ≥

λ + 1+ n− λ = n+ 1, we have thatU ′ andV must intersect. This is a contradiction sinceU ′ is negative

definite andV is positive definite. Thus,U is the maximal negative definite subspace ofTpM and therefore

λ is the index off at p. This concludes the proof. �

3. RECONSTRUCTINGMANIFOLDS USING MORSETHEORY

3.1. The Flow Lemma. In this section, we confirm our intuitive idea that the topology of the level sets does

not change between critical points, as well as proving a theorem which allows us to completely describe the

changes in topology at a critical level set using the index ofthe critical point. The first result is the Flow

Lemma and the second result is the Fundamental Structure Theorem. Before we discuss these results, we

need a definition about flows and 1-parameter diffeomorphisms.

Definition 8. A 1-parameter group of diffeomorphismsof a manifold, M, is a smooth mapϕ : R×M → M

such that

(1) For all t ∈ R, ϕt : M → M defined byϕt (q) = ϕ(t,q) is a diffeomorphism of M onto itself.

(2) For all t ,s∈ R, we haveϕt+s = ϕt ◦ϕs.

Throughout this section, for a real-valued functionf on a compact differentiable manifoldM, i.e.

f : M → R, we letMa = f−1(−∞,a] = {p∈ M| f (p) ≤ a} for a∈ R.

Flow Lemma. Let f be a smooth real-valued function on a manifold M. Let a< b and suppose that the

set f−1 [a,b], consisting of all p∈ M with a≤ f (p) ≤ b, is compact and contains no critical points of f .

Then Ma is diffeomorphic to Mb. Furthermore, Ma is a deformation retract of Mb, so that the inclusion map

Ma → Mb is a homotopy equivalence.

The idea of this result is to use the gradient flow to carry eachpoint of Ma diffeomorphically up to

Mb. Since the manifold is compact, we are guaranteed that the diameter of the neighborhoods we are using

to flow does not vanish; hence we can always flow up toMb. This establishes surjectivity. Injectivity will

follow from the uniqueness of solutions in Ordinary Differential Equations. Finally, the flow will induce a

family of diffeomorphisms by the transversality of the gradient. Before we continue with the proof, recall

that a continuous mapH : M× [0,1] → M is adeformation retractionof M ontoA⊆ M if H (a, t) = a for all

a∈ M, t ∈ [0,1] andH (x,0) = x for all x∈ M andH (x,1) ∈ A for all x∈ M.
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Proof. Let c : R → M be a curve and
dc
dt

be its velocity vector. Note that

〈

dc
dt

,∇ f

〉

=
d
dt

( f ◦c). Let

ρ : M → R be a smooth function defined byρ(x) =
1

〈∇ f (x) ,∇ f (x)〉
throughout the compact setf−1 [a,b]

and which vanishes outside a compact neighborhood of this set.

Now consider the vector field defined byXp =
1

〈∇ f (p) ,∇ f (p)〉
(∇ f )(p) which is smooth and van-

ishes outside the compact setf−1 [a,b]. We consider the 1-parameter group of diffeomorphisms,ϕt : M →M,

generated byXp (see Lemma 2.4 in [8]). Our idea here is to use this parameterization of the gradient flow to

pushMb diffeomorphically ontoMa.

Then,

d f
dt

(ϕt (p)) =
d f (ϕt (p))

dt

=

〈

dϕt (p)

dt
,∇ f

〉

= 〈Xp(ϕt (p)) ,∇ f 〉

=

〈

∇ f (ϕt (p))

〈∇ f (ϕt (p)) ,∇ f (ϕt (p))〉
,∇ f

〉

= 1.

So, the fucntionF is linear and has derivative 1; thusϕt (p) ∈ f−1 [a,b].

Now, consider the diffeomorphismϕb−a : M → M. We will show thatϕb−a carriesMa diffeomorphi-

cally ontoMb. The idea of this process is thatϕb−a takes a point inMa and carries it toMb along the flow of

integral curves of the vector field given by the gradient. As shown by the computation above, this flow has

the rightspeed. By the uniqueness of solutions of ordinary differential equations, we have thatϕb−a is in-

jective. We see that it is surjective since we could mapMb to Ma by carrying it backwards along the flow of

integral curves. In addition, we have thatϕb−a is continuous with a continuous inverse by the orthogonality

of the gradient at the level sets ofM.

Now, we show thatMa is a deformation retract ofMb. To do so, let us define a 1-parameter family of

mapsrt : Mb → Mb by

rt (q) =











q, if f (q) ≤ a;

ϕt(a− f (q)) (q) , if a≤ f (q) ≤ b.

Thenr0 is the identity, andr1 is a retraction fromMb to Ma. HenceMa is a deformation retract ofMb. For

further details see [8].

�
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3.2. Fundamental Structure Theorem. In this section, we will consider a compact manifoldM, and a

Morse function f : M → R. From our previous observation that the topology of the level sets does not

change in regions without critical points, we can show that,λ, the index of a critical point which is an

analytic property, allows us to completely describe the change in the topology of the level sets that occurs

at the critical point. Namely, weattacha λ-cell to the level set. Now, we define these terms and provide a

precise statement

Definition 9. Let λ ∈ N and Dλ be aλ-disk. Let M be a manifold. We attach aλ-handleto M by

f : ∂
(

Dλ)= Sλ−1 → M. So, M with aλ-handle attached is

M∪̇Dλ
�

x∼ f (x),x∈∂(Dλ)
= M∪ f Dλ

.

We now state the main result. Although our main concern is compact manifolds, we give the result in

its full generality.

Fundamental Structure Theorem. For M a differentiable manifold, let f: M → R be a smooth function

and let p be a non-degenerate critical point with indexλ. Setting f(p) = c, suppose that f−1 [c− ε,c+ ε] is

compact, and contains no critical point of f other than p for someε > 0. Then, for all sufficiently smallε,

the set Mc+ε has the homotopy type of Mc−ε = {x∈ M : f (x) ≤ c− ε} with a λ-cell attached.

The main idea of the proof is to define a new functionF, which is the same asf outside anε-

neighborhood off (p) = c, but has no critical values betweenc− ε and c+ ε. Then, by an application

of the Flow Lemma we will diffeomorphically shrink the manifold so it becomes a handle aboveMc−ε.

Proof. From Morse Lemma, we have that there exists a neighborhoodN of p such that the equalityf =

c−
(

x2
1 + · · ·+x2

λ
)

+
(

x2
λ+1 + · · ·+x2

n

)

holds throughoutN. For convenience, let us defineξ(x1, . . . ,xn) =

x2
1 + · · ·+ x2

λ andη(x1, . . . ,xn) = x2
λ+1 + · · ·+ x2

n. Then f = c− ξ(x1, . . . ,xn) + η(x1, . . . ,xn). We letU =

{x∈ M : ξ(x1, . . . ,xn)+η(x1, . . . ,xn) < 2ε}. For convenience, we abbreviateξ(x1, . . . ,xn) andη(x1, . . . ,xn)

to ξ andη, respectively, for the remainder of the proof.

We now build a functionF : M → R in terms of f and a suitable function,µ as follows. Letµ : R → R

be a smooth function such that

(i) µ(0) > ε

(ii ) µ(r) = 0 for r ≥ 2ε
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(iii ) −1 < µ′ (r) ≤ 0 for all r ∈ R.

Note the graph ofµ in Figure 7.

r
0

ε

2ε

µ(r)

FIGURE 7. Graph ofµ : R → R

Therefore considerF : M →R such thatF (x1, . . . ,xn) = f (x1, . . . ,xn)−µ(ξ(x1, . . . ,xn)+2η(x1, . . . ,xn))

or simply,F = f −µ(ξ+2η) = c−ξ+ η−µ(ξ+2η).

Observe that outside the neighborhoodU , F and f coincide by condition (ii ). Thus, outside ofU , the

possible critical points ofF are trivially the same as those off . However f has no critical points outside of

U ; thusF has no critical points outsideU .

Now let us considerF insideU and in particular, investigate its possible critical points. First, let us

show thatF−1(−∞,c+ ε) = Mc+ε. We have two cases:ξ + 2η ≥ 2ε or ξ + 2η < 2ε. We consider the first

case. Supposeξ + 2η ≥ 2ε. Thenξ + η ≥ 2ε andF = f − µ(ξ+2η) = f . So, if ξ + η ≥ 2ε, we have

F−1(−∞,c+ ε) = Mc+ε.

Now, we consider the second case and show that ifξ + 2η < 2ε, we haveF−1(−∞,c+ ε) = Mc+ε.

Since 0≤ µ(ξ+2η), we have thatF = f −µ(ξ+2η) ≤ f . Let y∈ Mc+ε. Then,F (y) ≤ f (y) < c+ ε and

y∈ F−1 (−∞,c+ ε). So,Mc+ε ⊆ F−1(−∞,c+ ε).

What remains to be shown is thatF−1(−∞,c+ ε) ⊆ Mc+ε. Let x ∈ F−1(−∞,c+ ε). Then,F (x) ≤

f (x) by argument above.

Now, back to our analysis of the critical points ofF . We have already determined thatF has no critical

points outsideU , we must only consider the possibility of a critical point insideU . Notice

∂F
∂ξ

= 1−2µ′ (ξ+2η) ≥ 1 and

∂F
∂η

= −1−µ′ (ξ+2η) < 0
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since−1 < µ′ (r) ≤ 0 for all r ∈ R. At a critical point, we havedF = 0. Then, sincedF =
∂F
∂ξ

dξ+
∂F
∂η

dη,

we have thatdξ = dη = 0 at a critical point. This implies

(2x1, . . . ,2xλ) = (2xλ+1, . . . ,2xn) = 0,

which can only happen ifx= (0, . . . ,0). The only point at which this is true isp. Thus,p is the only possible

critical point forF.

However, we see that

F (p) = c−ξ+ η−µ(ξ+2η)

= c−µ(0)

< c− ε

sinceµ(0) > ε. HenceF−1 [c− ε,c+ ε] contains no critical points. So, we can apply the Flow Lemma.

In fact, we use it to show thatF−1 (−∞,c− ε ] is a deformation retract ofMc+ε. Notice that since

there are no critical values ofF betweenc− ε andc+ ε, we have by the Flow LemmaF−1 (−∞,c+ ε ] ∼=

F−1 (−∞,c− ε ]. We remark that up to this point, our analysis was localizingour investigation ofMc+ε to

the region near the critical points, since away from it the Flow Lemma ensures that the topology of the level

sets does not change.

In order to conclude, letF−1 (−∞,c+ ε) = Mc−ε ∪F−1 (−∞,c− ε ]\Mc−ε. If we can show thatH =

F−1 (−∞,c− ε ]\Mc−ε retracts to aλ-disk, we can use the Glueing Lemma from point-set topology to

continuously attach the two spaces (for details, see [2]). More precisely, letDλ be aλ-cell inU with respect

to the coordinatesx1, . . . ,xλ. We will show thatDλ ⊆ H and then thatDλ is a deformation retract ofH. This

allows us to prove thatMc+ε is diffeomorphic toMc−ε with a λ-handle (Dλ) attached.

Let us show thatDλ ⊆ H. Notice for all x ∈ Dλ we have thatη = 0. So for all suchx, F (x) =

c− ξ−µ(ξ) < c− µ(0) < c− ε. Indeed, we claim thatξ + µ(ξ) > ε. Notice for all r ∈ R we have that

µ(r) > −1. Thus,
∫ ξ(q)

0
µ′ (r)dr >

∫ ξ(q)

0
−1dr ⇒

µ(ξ(q))−µ(0) > 0−ξ(q) ⇒

µ(ξ(q))−µ(0) > ξ(q) . ⇒

µ(ξ(q))+ ξ(q) > µ(0) > ε.

So,F (x) < c− ε. Also, observe thatf (x) = c−ξ ≥ c− ε. ThusDλ ⊆ H.
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Notice,{x∈ M : F (x) ≤ c− ε} ∼= {x∈ M : f (x) ≤ c− ε}∪Dλ. So,{x∈ M : F (x) ≤ c− ε}\{x∈ M :

f (x) ≤ c− ε} = H. Then,{x∈ M : F (x) ≤ c− ε}∩{x∈ M : f (x) > c− ε} ⊆U , which implies thatH ⊆U

sinceF = f only insideU .

Case1

Case2

Case3

H

Dλ

FIGURE 8. We retractH to Dλ according the these three cases.

Now we show thatDλ is a deformation retraction ofH, following Milnor’s proof in [8]. From Figure

8, we observe that we can map the points identified in Case 1 by using the identity, and the points identified

in Case 2 by using a linear retraction. Finally, for the points in case 3, we will use a nonlinear retraction.

We proceed as follows. Let us define a functionrt : Mc−ε ∪H → Mc−ε ∪H wherert is the identity outside

U , andrt is defined withinU according to the cases below:

Case 1: Within the regionη+ ε ≤ (that is, insideMc−ε, let rt be the identity.

Case 2: Within the regionξ ≤ ε, let rt (u1, . . . ,un) = (u1, . . . ,uλ, tuλ+1, . . . , tun). Thus,r1 is the identity,

andr0 maps the entire region intoDλ. The fact that eachrt mapsF−1(−∞,c− ε] into itself follows from

the inequality
∂F
∂η

> 0.

Case 3: Within the regionε ≤ ξ ≤ η + ε, let rt (u1, . . . ,un) = (u1, . . . ,uλ,stuλ+1, . . . ,stun) wherest ∈

[0,1] is defined by

st = t +(1− t)

(

ξ− ε
η

)

1
2

.

Then, r1 is again the identity, andr0 maps the entire region intof−1(c− ε). Note that this definition

coincides with Case 2 ifη = ε. Thus,Dλ is a deformation retraction ofH. �

Notice that whenM is compact andf is a Morse function, we can apply the Fundamental Structure

Theorem, thus obtaining a global characterization ofM up to homotopy using the critical points off as
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a guide for the homotopic building blocks ofM. Without loss of generality we can assumep is the only

critical point whose value isc. Indeed, if there were another such point, sayq, where f (q) = c, we could

diffeomorphically map a neighborhood ofq using a local gradient flow so that the value atq was no longer

at the level setc.

4. APPLICATIONS OFMORSETHEORY

In order to better see the usefulness of Morse theory, it is beneficial to see a concrete example of how

the theory can be applied. Below, we introduce the theorem ofReeb, which states that alln-dimensional

manifolds that admit a Morse function with exactly two non-generate critical points are homeomorphic to

Sn. This fits in as a surprising result with the overall goal of Morse theory, which is to classify differentiable

manifolds up to homotopy. This theorem goes even further, and gives us classification up to homeomor-

phism.

4.1. Characterization of Sn.

Theorem 3 (Reeb). If M is a compact manifold and f is a differentiable function on M with exactly two

critical points, both non-degenerate, then M is homeomorphic to a sphere.

The general idea of this proof is to partition the manifoldM into two pieces - a bowl and a cap. Using

the Flow Lemma and Morse Lemma, we can show that each of these two pieces is homeomorphic to a disk

in R
n. Then we can identify the boundaries of the two disks, thus building Sn, and the remaining task of

explicitly defining the homeomorphism is not too difficult.

Proof. Let p andq be the non-degenerate critical points off . SinceM is compact, these critical points must

be a minimum and a maximum. Without loss of generality, assume f (p) = 0 is the minimum andf (q) = 1

is the maximum.

For sufficiently smallε > 0, we can use the Flow Lemma to obtain thatMε is homeomorphic to

M1−ε. ThusM = M1−ε∪̇ f−1 [1− ε,1]. Sincep andq are non-degenerate, we know from Morse Lemma that

f−1 [0,ε] and f−1 [1− ε,1] are diffeomorphic to closed disks inRn, sayDn
1 andDn

2 respectively. Without

loss of generality, identifyDn
1 andDn

2 to {x∈ R
n : |x| ≤ 1}. (For details on identification, see [2].)

Let ψ1 : Mε → Dn
1 andψ2 : f−1 [1− ε,1] → Dn

2 denote these diffeomorphisms. Notice thatψ1 (p) = 0

andψ2 (q) = 0. We have that∂(Dn
1) = Sn−1

1 and∂(Dn
2) = Sn−1

2 , whereSn−1
1 andSn−1

2 are copies ofSn−1.
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Let f : Sn−1
1 → Sn−1

2 given by f (x) = x. This function identifies the boundaries ofDn
1 andDn

2. Thus, the

n-dimensional sphereSn = Dn
1∪̇Dn

2�f
.

Using the representation above, we mimic it to extend the identification of the boundary off−1(0,ε)

to f−1 (1− ε,1) as a homeomorphism. Indeed, define the homeomorphism between M andSn as follows.

We first mapx∈ M to a copy ofDn by eitherψ1 or ψ2, and then identify the boundaries of the two disks.

Let ϕ : M → Sn be given by the following:











ϕ(x) = ψ1(x) , if x∈ M1−ε;

ϕ(x) = ψ2(x) , if x∈ f−1(1− ε,1].

Thus, we have thatM is homeomorphic toSn by f ◦ϕ. �

4.2. The Poincaŕe Polynomial. Given a Morse function on a compact manifoldM, we can associate a

polynomial called thePoincaŕe polynomialto the Morse function. It is a known result that this polynomial

gives us important topological information; for instance,it gives us the Euler number of a manifold, which

is a homotopic invariant. Then, by way of Reeb Theorem, we canuse this property to differentiate between

two manifolds up to homeomorphism. We illustrate this by examining the Poincaré polynomial associated

with height functions onS2 andT2, but first let us state the definition of the Poincaré polynomial associated

with f : M → R.

Definition 10. Given a Morse function f on a compact n-dimensional differentiable manifold M, the

Poincaré polynomialassociated with f is

Pf (t) =
n

∑
λ=1

cλtλ
,

where cλ denotes the number of critical points of indexλ.

Notice that the Poincaré polynomial depends on the function f because the summation depends on the

critical points of f . This fact makes the following theorem about the Poincaré polynomial quite remarkable.

We simply state it as a known result. Recall thatχ(M) is the Euler number of a manifold,M.

Theorem 4. Given a Morse function f on a compact n-dimensional differentiable manifold M, we have that

χ(M) = Pf (−1) .
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Using the height functions pictured in Figure 2, we can compute the Euler numbers ofS2 andT2. Let

f1 : S2 → R and f2 : T2 → R. First, we compute the Poincaré polynomial associated with the function f1.

We see thatc0 = 1,c1 = 0, andc2 = 1. So,Pf1 (t) = 1+ t2. Using this to find the Euler number, we have that

χ
(

S2)= Pf1 (−1) = 1+(−1)2 = 1+1 = 2.

Now, we apply this same procedure to the functionf2 onT2. From Figure 2, we see thatc0 = 1,c1 = 2,

andc2 = 1. So,Pf2 (t) = 1+2t + t2 and furthermore,

χ
(

T2)= Pf2 (−1) = 1+2(−1)+ (−1)2 = 1−2+1= 0.

Thus, the torus is not homotopic to the sphere since they do not have the same Euler number.

Next, we use the Euler number ofT2 to show that the torus always has a lower bound on the number

of its critical points of index 1. We now state and prove this proposition, which we will use to show thatS2

andT2 are not homeomorphic.

Proposition 1. Given any Morse function f: T2 → R, f always has at least two critical points of index 1.

That is, c1 ≥ 2.

Proof. SincePf2 (−1) = 0, we have thatχ
(

T2
)

= 0 for all Morse functions onT2. Since Morse functions

are defined as continuous functions on compact manifolds, wehave thatc0 ≥ 1 andc2 ≥ 1 for such function

on T2. Thus,

0 = χ
(

T2
)

= c0 +c1(−1)+c2(−1)2

= c0−c1+c2

≥ 1−c1 +1

= 2−c1.

So,c1 ≥ 2. �

So, any Morse function onT2 always has at least four critical points: one of index 0, two of index 1,

and one of index 2. Thus, by the Reeb Theorem, the torus cannotbe homeomorphic to the sphere.
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