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#### Abstract

In a previous paper we characterized unilevel block $\alpha$-circulants $A=\left[A_{s-\alpha r}\right]_{r, s=0}^{n-1}$, $A_{m} \in \mathbb{C}^{d_{1} \times d_{2}}, 0 \leq m \leq n-1$, in terms of the discrete Fourier transform $\mathcal{F}_{A}=$ $\left\{F_{0}, F_{1}, \ldots, F_{n-1}\right\}$ of $\mathcal{A}=\left\{A_{0}, A_{1} \ldots, A_{n-1}\right\}$, defined by $F_{\ell}=\frac{1}{n} \sum_{m=0}^{n-1} e^{-2 \pi i \ell m / n} A_{m}$. We showed that most theoretical and computational problems concerning $A$ can be conveniently studied in terms of corresponding problems concerning the Fourier coefficients $F_{0}, F_{1}, \ldots, F_{n-1}$ individually. In this paper we show that analogous results hold for $(k+1)$-level matrices, where the first $k$ levels have block circulant structure and the entries at the $(k+1)$-st level are unstructured rectangular matrices.
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## 1 Introduction

We consider $(k+1)$-level block matrices where the first $k$ levels are circulant with orders $n_{1}, n_{2}, \ldots, n_{k} \geq 2$ and the entries in the $(k+1)$-st level are arbitrary $d_{1} \times d_{2}$ matrices with $d_{1}, d_{2} \geq 1$. The systematic study of multilevel matrices was initiated by Voevodin and Tyrtyshnikov in the Russian publication [11], and in the English mathematical literature by Tyrtyshnikov [9, 10].

If $p \geq 2$ is an integer, let $\mathbb{Z}_{p}=\{0,1, \ldots, p-1\}$. Suppose $n_{1}, n_{2}, \ldots, n_{k}$ are integers $\geq 2$ and let

$$
\mathcal{M}_{\underline{n}}=\mathbb{Z}_{n_{1}} \times \mathbb{Z}_{n_{2}} \times \cdots \times \mathbb{Z}_{n_{k}}
$$

We denote members of $\mathcal{M}_{\underline{n}}$ by $\underline{r}=\left(r_{1}, r_{2}, \ldots, r_{k}\right), \underline{s}=\left(s_{1}, s_{2}, \ldots, s_{k}\right)$, etc.; in particular, $\underline{0}=(0,0, \ldots, 0)$ and $\underline{1}=(1,1, \ldots, 1)$.

[^0]Let
$c(\underline{r})=\prod_{j=1}^{k} r_{j}, \quad \mu_{j}=\prod_{i=1}^{j-1} n_{i}, \quad$ and $v_{j}=\prod_{i=j+1}^{k} n_{i}, 1 \leq j \leq k, \quad$ with $\mu_{1}=v_{k}=1$.
Following Tyrtyshnikov, we call members of $\mathcal{M}_{\underline{n}}$ multiindices. Henceforth it is be understood that multiindices are ordered lexicographically; i.e., $\underline{r}=\underline{s}$ if $r_{j}=s_{j}$, $1 \leq j \leq k ; \underline{r} \prec \underline{s}$ (which we also write as $\underline{s} \succ \underline{r}$ ) if $r_{1}<s_{1}$ or $r_{j}=s_{j}, 1 \leq j \leq i<k$ and $r_{i+1}<s_{i+1}$; and $\underline{r} \preceq \underline{s}$ if $\underline{r}=\underline{s}$ or $\underline{r} \prec \underline{s}$. If the members of $\mathcal{M}_{\underline{n}}$ are listed in lexicographic order then the position of $\underline{r}$ in the list is

$$
\gamma(\underline{r})=\sum_{j=1}^{k} r_{j} \prod_{i=j+1}^{k} n_{i}, \quad \underline{0} \preceq \underline{r} \preceq \underline{n}-\underline{1} .
$$

If $\left(e_{0 m}, e_{1 m}, \ldots, e_{m-1, m}\right)$ is the natural basis for $\mathbb{C}^{m}$ and

$$
e_{\underline{r}}=e_{r_{1} n_{1}} \otimes e_{r_{2} n_{2}} \otimes \cdots \otimes e_{r_{k} n_{k}}, \quad \underline{0} \preceq \underline{r} \leq \underline{n}-\underline{1},
$$

then $\mathscr{B}=\left(e_{\underline{0}}, \ldots, e_{\underline{r}}, \ldots, e_{\underline{n}-\underline{1}}\right)$ is a multilevel basis for $\mathbb{C}^{c} \underline{(\underline{n}}$. For later reference we note that

$$
\begin{equation*}
\text { (a) } \quad\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) e_{\underline{\ell}}=\delta_{\underline{\ell} \underline{s}} e_{\underline{r}} \quad \text { and (b) } \quad\left(e_{\underline{r}} \otimes e_{\underline{\ell}}^{T}\right)\left(e_{\underline{m}} \otimes e_{\underline{s}}^{T}\right)=\delta_{\underline{\ell} \underline{m}} e_{\underline{r}} \otimes e_{\underline{s}}^{T} \text {. } \tag{2}
\end{equation*}
$$

If $d_{1}$ and $d_{2}$ are positive integers then arbitrary vectors $x \in \mathbb{C}^{d_{2} c(\underline{n})}$ and $y \in$ $\mathbb{C}^{d_{1} c(\underline{n})}$ can be written uniquely as

$$
x=\sum_{\underline{s}=\underline{0}}^{\underline{n}-1}\left(e_{\underline{s}} \otimes x_{\underline{s}}\right)=\left[\begin{array}{c}
x_{\underline{0}} \\
\vdots \\
x_{\underline{r}} \\
\vdots \\
x_{\underline{n}-1}
\end{array}\right] \quad \text { with } \quad x_{\underline{s}} \in \mathbb{C}^{d_{2}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1} \text {, }
$$

and

$$
y=\sum_{\underline{s}=\underline{0}}^{\underline{n}-\underline{1}}\left(e_{\underline{s}} \otimes y_{\underline{s}}\right)=\left[\begin{array}{c}
y_{\underline{0}} \\
\vdots \\
y_{\underline{r}} \\
\vdots \\
y_{\underline{n}-\underline{1}}
\end{array}\right] \quad \text { with } \quad y_{\underline{s}} \in \mathbb{C}^{d_{1}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1}
$$

Henceforth we denote the sets of vectors in $\mathbb{C}^{c(\underline{n}) d_{2}}$ and $\mathbb{C}^{c} \underline{(n)} d_{1}$ written in these forms as $\mathbb{C} \underline{n}: d_{2}$ and $\mathbb{C} \underline{n}: d_{1}$, respectively. A linear transformation $L: \mathbb{C} \underline{n}: d_{2} \rightarrow \mathbb{C} \underline{n}: d_{1}$ can be written uniquely as $y=H x$, where

$$
\begin{equation*}
H=\sum_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-1}\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) \otimes H_{\underline{r} \underline{s}}=\left[H_{\underline{r} \underline{s}}^{\underline{n} \underline{r}, \underline{1}=\underline{0}} \text { with } H_{\underline{r} \underline{s}} \in \mathbb{C}^{d_{1} \times d_{2}}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1} ;\right. \tag{3}
\end{equation*}
$$

thus,

$$
\begin{aligned}
y & =H x=\left(\sum_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}}\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) \otimes H_{\underline{r} \underline{s}}\right)\left(\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} e_{\underline{\ell}} \otimes x_{\underline{\ell}}\right) \\
& =\sum_{\underline{r}, \underline{s}, \underline{\ell}=\underline{0}}^{n-1}\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) e_{\underline{\ell}} \otimes H_{\underline{r} \underline{s}} x_{\underline{\ell}}=\sum_{\underline{r}, \underline{s}=\underline{0}}^{n-1} e_{\underline{r}} \otimes H_{\underline{r} \underline{s}} x_{\underline{s}},
\end{aligned}
$$

$\underline{0} \preceq \underline{r} \preceq \underline{n}-\underline{1}$, from (2)(a). We will denote the set of matrices in $\left.\mathbb{C}^{c}(\underline{n}) d_{1} \times c \underline{n}\right) d_{2}$ written in the form (3) by $\mathbb{C}$ : $: d_{1} \times d_{2}$.

The usual rule for matrix multiplication applies; i.e., if $H$ is as in (3) and

$$
G=\sum_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-1}\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) \otimes G_{\underline{r} \underline{s}}=\left[G_{\underline{r} \underline{s}}\right]_{\underline{r}, \underline{s}=\underline{1}}^{\underline{\underline{1}}} \text { with } G_{\underline{r} \underline{s}} \in \mathbb{C}^{d_{2} \times d_{3}}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1},
$$

then

$$
\begin{aligned}
& H G=\left(\sum_{\underline{r}, \underline{\ell}=\underline{0}}^{\underline{n}-1}\left(e_{\underline{r}} \otimes e_{\underline{\ell}}^{T}\right) \otimes H_{\underline{r} \underline{\ell}}\right)\left(\sum_{\underline{m}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}}\left(e_{\underline{m}} \otimes e_{\underline{s}}^{T}\right) \otimes G_{\underline{m} \underline{s}}\right) \\
& =\sum_{\underline{r}, \underline{\ell}, \underline{m}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}}\left[\left(e_{\underline{r}} \otimes e_{\underline{\ell}}^{T}\right)\left(e_{\underline{m}} \otimes e_{\underline{s}}^{T}\right)\right] \otimes H_{\underline{r} \underline{\ell}} G_{\underline{m} \underline{s}} \\
& =\sum_{\underline{r}, \underline{\ell}, \underline{m}, \underline{s}=\underline{0}}^{\underline{n-1}} \delta_{\underline{\ell} \underline{m}}\left(e_{\underline{r}} \otimes e_{\underline{\underline{s}}}^{T}\right) \otimes H_{\underline{r} \underline{\ell}} G_{\underline{m} \underline{s}} \quad \text { by }(2)(\mathrm{b}) \\
& =\sum_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-1}\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) \otimes\left(\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} H_{\underline{r} \underline{\ell}} G_{\underline{\ell} \underline{s}}\right)=\sum_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-1}\left(e_{\underline{r}} \otimes e_{\underline{s}}^{T}\right) \otimes K_{\underline{r} \underline{s}}=\left[K_{\underline{r} \underline{s}}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}},
\end{aligned}
$$

where

$$
K_{\underline{r} \underline{s}}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} H_{\underline{r} \underline{\ell}} G_{\underline{\ell} \underline{s}}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1} .
$$

In this paper we consider multilevel block $\underline{\alpha}$-circulants

$$
A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{n}, \underline{n}=\underline{n}}^{\underline{n}} \text { where } \underline{\alpha} \in \mathcal{M}_{\underline{n}} \text { and } A_{\underline{m}} \in \mathbb{C}^{d_{1} \times d_{2}}, \quad \underline{0} \preceq \underline{m} \preceq \underline{n}-\underline{1} .
$$

Multilevel $\underline{1}$-circulants $\left[A_{\underline{s}-\underline{r}}\right] \underline{\underline{r}} \underline{\underline{s}} \underline{\underline{1}} \underline{\underline{0}}$, have important applications in preconditioning of multilevel and multilevel block Toeplitz matrices $T=\left[T_{\underline{s}-\underline{r}}\right]_{\underline{r}, \underline{n}=\underline{0}}^{\underline{0}}$; see, e.g., [3]-[7], a very incomplete list. We are not aware of any published results on multilevel $\underline{\alpha}$ circulants with $\underline{\alpha} \succ \underline{1}$.

The proofs of some of our results are similar to results obtained in [8] for unilevel block circulants. Nevertheless, we include complete proofs here since we believe that simply referring to [8] would impede the presentation here and would not be convincing in the multilevel setting.

## 2 Preliminaries

Throughout the rest of this paper all arithmetic operations and relations involving multiindices are entrywise and modulo $\underline{n}$, i.e., $\underline{r} \equiv \underline{s}(\bmod \underline{n}), \operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{q}$ and $\underline{p}=\underline{\alpha} / \underline{q}$ mean that

$$
r_{j} \equiv s_{j} \quad\left(\bmod n_{j}\right), \quad \operatorname{gcd}\left(\alpha_{j}, n_{j}\right)=q_{j}, \quad \text { and } \quad p_{j}=\alpha_{j} / q_{j}, \quad 1 \leq j \leq k
$$

respectively. Also,

$$
\underline{r}+\underline{s}=\left(r_{1}+s_{1}\left(\bmod n_{1}\right), r_{2}+s_{2}\left(\bmod n_{2}\right), \ldots, r_{k}+s_{k}\left(\bmod n_{k}\right)\right)
$$

and

$$
\underline{r} \underline{s}=\left(r_{1} s_{1}\left(\bmod n_{1}\right), r_{2} s_{2}\left(\bmod n_{2}\right), \ldots, r_{k} s_{k}\left(\bmod n_{k}\right)\right)
$$

We denote

$$
\zeta_{j}=e^{-2 \pi i / n_{j}}, 1 \leq j \leq k, \quad \zeta^{\underline{s}}=\zeta_{1}^{s_{1}} \zeta_{2}^{s_{2}} \cdots \zeta_{k}^{s_{k}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1}
$$

and

$$
\Phi=\frac{1}{\sqrt{c(\underline{n})}}\left[\zeta^{\underline{r}}\right]_{\underline{\underline{s}, \underline{s}=\underline{0}}}^{\underline{n}-\underline{1}}=\left[\begin{array}{lllll}
\phi_{\underline{0}} & \cdots & \phi_{\underline{s}} & \cdots & \phi_{\underline{n}}
\end{array}\right],
$$

with

$$
\phi_{\underline{\boldsymbol{s}}}=\frac{1}{\sqrt{c(\underline{n})}}\left[\begin{array}{c}
1  \tag{4}\\
\vdots \\
\zeta^{\underline{s}} \underline{s_{n}} \\
\vdots \\
\zeta^{(\underline{n}-1)(\underline{s})}
\end{array}\right], \quad \underline{0} \leq \underline{s} \leq \underline{n}-\underline{1} .
$$

Note that

$$
\phi_{\underline{s}}=\psi_{s_{1}, 1} \otimes \psi_{s_{2}, 2} \otimes \cdots \otimes \psi_{s_{k}, k}
$$

where

$$
\psi_{s_{j}, j}=\frac{1}{\sqrt{n_{j}}}\left[\begin{array}{c}
1_{s_{j}} \\
\zeta_{j} \\
\vdots \\
\zeta_{j}^{\left(n_{j}-1\right) s_{j}}
\end{array}\right], \quad 0 \leq s_{j} \leq n_{j-1}, \quad 1 \leq j \leq k
$$

hence,

$$
\phi_{\underline{s}}^{*} \phi_{\underline{r}}=\delta_{\underline{r} \underline{s}}=\operatorname{Def}\left\{\begin{array}{lll}
1 & \text { if } & \underline{r}=\underline{s},  \tag{5}\\
0 & \text { if } & \underline{r} \neq \underline{s},
\end{array} \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1} .\right.
$$

Now let $E_{j}=\left[\delta_{r_{j}, s_{j}-1}\right]_{r_{j}, s_{j}=0}^{n_{j}-1}, 1 \leq j \leq k$,

$$
\begin{equation*}
E=E_{1} \otimes E_{2} \otimes \cdots \otimes E_{k}=\left[\delta_{\underline{r}, \underline{s}-1}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-1} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{\underline{u}}=E_{1}^{u_{1}} \otimes E_{2}^{u_{2}} \otimes \cdots \otimes E_{k}^{u_{k}}=\left[\delta_{\underline{r}, \underline{s}-\underline{u}}\right]_{\underline{r}, \underline{s}=\underline{0},}^{\underline{n}} . \tag{7}
\end{equation*}
$$

It is straightforward to verify that

$$
\left(E^{\underline{u}} \otimes I_{d_{2}}\right)\left[\begin{array}{c}
x_{\underline{0}}  \tag{8}\\
\vdots \\
x_{\underline{r}} \\
\vdots \\
x_{\underline{n}-1}
\end{array}\right]=\left[\begin{array}{c}
x_{\underline{u}} \\
\vdots \\
x_{\underline{r}+\underline{u}} \\
\vdots \\
x_{\underline{n}-\underline{1}+\underline{u}}
\end{array}\right] \text { if } x \in \mathbb{C}^{\underline{n}: d_{2}}
$$

and

From (4), (6), and (8) with $\underline{u}=\underline{1}$,

$$
E \phi_{\underline{s}}=\frac{1}{\sqrt{c(\underline{n})}}\left[\begin{array}{c}
\zeta^{s}  \tag{10}\\
\vdots \\
\zeta^{(\underline{r}+1) \underline{s}} \\
\vdots \\
\zeta^{(\underline{n}-1) \underline{s}}
\end{array}\right]=\zeta^{\underline{s}} \phi_{\underline{s}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1} .
$$

Hence

$$
E \Phi=\Phi D \quad \text { with } \quad D=\operatorname{diag}\left(1, \ldots, \zeta^{\underline{s}}, \ldots, \zeta^{(\underline{n}-1) \underline{s}}\right), \quad \text { so } \quad E=\Phi D \Phi^{*}
$$

Now let

$$
\begin{gather*}
R=E \otimes I_{d_{1}}, \quad S=E \otimes I_{d_{2}}  \tag{11}\\
P_{\underline{s}}=\phi_{\underline{s}} \otimes I_{d_{1}}, \quad Q_{\underline{s}}=\phi_{\underline{s}} \otimes I_{d_{2}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1} \tag{12}
\end{gather*}
$$

From (5),

$$
\begin{equation*}
P_{\underline{r}}^{*} P_{\underline{s}}=\delta_{\underline{r} \underline{s}} I_{\underline{n}: d_{1}} \quad \text { and } \quad Q_{\underline{r}}^{*} Q_{\underline{s}}=\delta_{\underline{r} \underline{s}} I_{\underline{n}}: d_{2}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1} . \tag{13}
\end{equation*}
$$

From (10) and (11),

$$
\begin{equation*}
R P_{\underline{s}}=\zeta^{\underline{s}} P_{\underline{s}} \quad \text { and } \quad S Q_{\underline{s}}=\zeta^{\underline{s}} Q_{\underline{s}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1} . \tag{14}
\end{equation*}
$$

Also, let

$$
P=\left[\begin{array}{lllll}
P_{\underline{0}} & \cdots & P_{\underline{s}} & \cdots & P_{\underline{n}-1}
\end{array}\right], \quad Q=\left[\begin{array}{lllll}
Q_{\underline{0}} & \cdots & Q_{\underline{s}} & \cdots & Q_{\underline{n}-1} \tag{15}
\end{array}\right],
$$

and

$$
U_{\underline{\alpha}}=\left[\begin{array}{lllll}
P_{\underline{0}} & \cdots & P_{\underline{\alpha} \underline{s}} & \cdots & P_{\underline{\alpha}(\underline{n}-1)} \tag{16}
\end{array}\right] .
$$

From (13), $P$ and $Q$ are unitary. If $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ the mapping $\underline{s} \rightarrow \underline{\alpha} \underline{s}$ is a permutation of $\mathcal{M}_{\underline{n}}$, so $U_{\underline{\alpha}}$ is unitary. However, if $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{q} \succ \underline{1}$ then the first $c(\underline{p})$
block columns $P_{\underline{0}}, \ldots, P_{\underline{\alpha} \underline{s}}, \ldots, P_{\underline{\alpha}(\underline{p}-1)}$ of $U_{\underline{\alpha}}$ are repeated $c(\underline{q})$ times, so $U_{\underline{\alpha}}$ is not invertible.

From (14) and (15),

$$
R=P D_{R} P^{*} \quad \text { and } \quad S=Q D_{S} Q^{*}
$$

where

$$
D_{R}=\bigoplus_{\underline{s}=\underline{0}}^{\underline{n}-\underline{1}} \zeta^{\underline{r}} I_{d_{1}} \quad \text { and } \quad D_{S}=\bigoplus_{\underline{s}=\underline{0}}^{\underline{n}-\underline{1}} \zeta^{\underline{s}} I_{d_{2}}
$$

## 3 The Ablow-Brenner theorem for multilevel block circulants

Ablow and Brenner [1] showed that $A \in \mathbb{C}^{n \times n}$ is a standard $\alpha$-circulant $A=\left[a_{s-\alpha r}\right] \in$ $\mathbb{C}^{n \times n}$ if and only if

$$
\left(\left[\delta_{r, s-1}\right]_{r, s=0}^{n-1}\right) A\left(\left[\delta_{r, s-1}\right]_{r, s=0}^{n-1}\right)^{-\alpha}=A
$$

This was generalized to characterize unilevel block circulants in [8, Theorem 1]. Here we generalize it to multilevel block circulants.

Theorem 1 If $A=\left[G_{\underline{r} \underline{s}}\right]_{\underline{r}, \underline{\underline{n}} \underline{\underline{0}} \underline{\underline{0}} \text {, with } G_{\underline{r} \underline{s}} \in \mathbb{C}^{d_{1} \times d_{2}} \text { then } R A S^{-\underline{\alpha}}=A(\text { see (11)) if }}$ and only if $A$ is an $\underline{\alpha}$-circulant; more precisely, if and only if

$$
\begin{equation*}
G_{\underline{r} \underline{s}}=A_{\underline{s}-\underline{\alpha} \underline{r}}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1}, \tag{17}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{\underline{s}}=G_{\underline{0} \underline{s}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1} . \tag{18}
\end{equation*}
$$

Proof. From (9) and (11), $R A S^{-\underline{\alpha}}=\left[G_{\underline{r}+1, \underline{s}+\underline{\alpha}} \underline{\underline{r}}_{\underline{r}}^{\underline{n}} \underline{\underline{1}} \underline{\underline{0}}\right.$. Therefore we must show that (17) is equivalent to

$$
\begin{equation*}
G_{\underline{r}+1, \underline{s}+\underline{\alpha}}=G_{\underline{r} \underline{s}}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1} . \tag{19}
\end{equation*}
$$

If (17) is true then

$$
G_{\underline{r}+1, \underline{s}+\underline{\alpha}}=A_{(\underline{s}+\underline{\alpha})-(\underline{r}+\underline{1}) \alpha}=A_{\underline{s}-\underline{\alpha} \underline{r}}=G_{\underline{r} \underline{s}}, \quad \underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{n}-\underline{1} .
$$

For the converse we consider blocks at each level independently. Insofar as they involve level $p$, (17)-(19) can be rewritten as

$$
\begin{gather*}
G_{\cdots,\left(r_{p}, s_{p}\right), \cdots}=A_{\ldots,\left(s_{p}-\alpha_{p}, r_{p}\right), \cdots \quad} \quad 0 \leq r_{p}, s_{p} \leq n_{p}-1, \\
A_{\ldots,\left(s_{p}\right), \cdots}=G_{\ldots,\left(0, s_{p}\right), \cdots \quad} 0 \leq s_{p} \leq n_{p}-1, \tag{20}
\end{gather*}
$$

and

$$
\begin{equation*}
G_{\ldots,\left(r_{p}+1, s_{p}+\alpha_{p}\right), \cdots}=G_{\ldots,\left(r_{p}, s_{p}\right), \cdots \quad} \quad 0 \leq r_{p}, s_{p} \leq n_{p}-1 . \tag{21}
\end{equation*}
$$

Now suppose (20) and (21) hold and

$$
\begin{equation*}
G_{\ldots,\left(r_{p}, s_{p}\right), \cdots}=A_{\ldots,\left(s_{p}-\alpha_{p} r_{p}\right), \cdots \quad 0 \leq s_{p} \leq n_{p}-1, ~}^{1, \cdots} \tag{22}
\end{equation*}
$$

for some $r_{p}<n_{p-1}$. Replacing $s_{p}$ by $s_{p}-\alpha_{p}$ in (21) and (22) yields

$$
G_{\ldots,\left(r_{p}+1, s_{p}\right), \ldots}=G_{\ldots,\left(r_{p}, s_{p}-\alpha_{p}\right), \cdots \quad 0 \leq r_{p}, s_{p} \leq n_{p}-1, ~}^{\text {, }}
$$

and

$$
G_{\ldots,\left(r_{p}, s_{p}-\alpha_{p}\right), \cdots}=A_{\ldots,\left(s_{p}-\alpha_{p}\left(r_{p}+1\right)\right), \cdots \quad 0 \leq s \leq n_{p}-1 .}
$$

Therefore

$$
G_{\ldots,\left(r_{p}+1, s_{p}\right), \cdots=A_{\ldots,},\left(s_{p}-\alpha_{p}\left(r_{p}+1\right)\right), \cdots \quad 0 \leq s \leq n_{p}-1, ~}^{1}
$$

which is (22) with $r_{p}$ replaced by $r_{p}+1$.
Remark 1 From (7), (11), and (12),

$$
R^{\underline{u}}=\mathbf{R}_{1}^{u_{1}} \otimes \mathbf{R}_{2}^{u_{2}} \otimes \cdots \otimes \mathbf{R}_{k}^{u_{k}} \quad \text { and } \quad S^{\underline{v}}=\mathbf{S}_{1}^{v_{1}} \otimes \mathbf{S}_{2}^{v_{2}} \otimes \cdots \otimes \mathbf{S}_{k}^{v_{k}}
$$

where

$$
\mathbf{R}_{j}=I_{\mu_{j}} \otimes E_{n_{j}} \otimes I_{v_{j} d_{1}} \quad \text { and } \quad \mathbf{S}_{j}=I_{\mu_{j}} \otimes E_{n_{j}} \otimes I_{v_{j} d_{2}}
$$

(See (1)). Then, for example,

$$
R A S^{-\underline{\alpha}}=A \quad \text { if and only if } \quad \mathbf{R}_{j} A \mathbf{S}_{j}^{-\alpha_{j}}=A, \quad 1 \leq j \leq k
$$

Theorem 2 If

$$
A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{r}, \underline{s}=\underline{\underline{0}}}^{\underline{n}-\underline{1}} \in \mathbb{C}^{\underline{n}: d_{1} \times d_{2}} \quad \text { and } \quad B=\left[B_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{r}, \underline{\underline{n}}=\underline{\underline{0}}}^{\underline{\underline{1}}} \in \mathbb{C}^{\underline{n}}: d_{1} \times d_{2}
$$

then (i) $A B^{*}=\left[C_{\underline{s}-\underline{r}}\right]_{\underline{r}, \underline{s}=\underline{\underline{1}}}^{\underline{n}-\mathbb{C}} \in \mathbb{C}^{\underline{n}}: d_{1} \times d_{1}$ with

$$
\begin{equation*}
C_{\underline{m}}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} A_{\underline{\ell}} B_{\underline{\ell}-\underline{\alpha} \underline{m}}^{*}, \quad \underline{0} \preceq \underline{m} \preceq \underline{n}-\underline{1} . \tag{23}
\end{equation*}
$$

(ii) If $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ then $B^{*} A=\left[D_{\underline{s}-\underline{r}}\right]_{\underline{r}, \underline{\underline{n}}=\underline{\underline{0}}}^{\underline{\underline{1}}} \in \mathbb{C} \underline{\underline{n}}: d_{2} \times d_{2}$ with

$$
\begin{equation*}
D_{\underline{m}}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n-1}} B_{\underline{\ell}}^{*} A_{\underline{m}+\underline{\ell}}, \quad \underline{0} \preceq \underline{m} \preceq \underline{n}-\underline{1} \tag{24}
\end{equation*}
$$

Proof. (i) From Theorem 1, $A=R A S^{-\underline{\alpha}}$ and $B=R B S^{-\underline{\alpha}}$. Therefore $A B^{*}=$ $R A B^{*} R^{-1}$, so Theorem 1 with $R=S$ implies that $A B^{*}$ is a 1 -circulant. Computing the first block row $(\underline{r}=\underline{0})$ of $A B^{*}$ yields (23).
(ii) Also, $B^{*} A=S^{\underline{\alpha}} B^{*} A S^{-\underline{\alpha}}$, so

$$
\mathbf{S}_{j}^{\alpha_{j}} B^{*} A \mathbf{S}_{j}^{-\alpha_{j}}=B^{*} A, \quad 1 \leq j \leq k
$$

Applying this equality $\beta_{j}$ times where $\alpha_{j} \beta_{j} \equiv 1\left(\bmod n_{j}\right)$ yields

$$
\mathbf{S}_{j} B A \mathbf{S}_{j}^{-1}=B^{*} A, \quad 1 \leq j \leq k
$$

Now Theorem 1 and Remark 1 with $R=S$ imply that $B^{*} A$ is a 1 -circulant. Computing the first block row of $B^{*} A$ yields $D_{\underline{m}}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} B_{-\underline{\alpha} \underline{\ell}}^{*} A_{\underline{m}-\underline{\alpha} \ell}$. Since $\operatorname{gcd}(\underline{n}, \underline{k})=\underline{1}$, $\underline{\ell} \rightarrow-\underline{\beta} \underline{\ell}$ is a permutation of $\mathcal{M}_{\underline{n}}$, so we can replace $\underline{\ell}$ by $-\underline{\beta} \underline{\ell}$ in the last sum to obtain (24).

Theorem 3 If

$$
\begin{equation*}
A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-1} \in \mathbb{C}^{\underline{n}: d_{1} \times d_{2} \quad \text { and } \quad B=\left[B_{\underline{\underline{s}}-\underline{\beta} \underline{r}}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}} \in \mathbb{C}^{\underline{n}}: d_{2} \times d_{3} .} \tag{25}
\end{equation*}
$$

then

$$
\begin{equation*}
A B=\left[C_{\underline{s}-\underline{\alpha} \underline{\beta} \underline{r}}\right]_{\underline{r}, \underline{n} \underline{\underline{r}} \underline{\underline{1}}} \in \mathbb{C}^{\underline{n}: d_{1} \times d_{3}} \tag{26}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{\underline{m}}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} A_{\underline{\ell}} B_{\underline{m}-\underline{\beta} \underline{\ell}}, \quad \underline{0} \preceq \underline{m} \preceq \underline{n}-\underline{1} . \tag{27}
\end{equation*}
$$

Proof. Let $R=E \otimes I_{d_{1}}, S=E \otimes I_{d_{2}}$, and $T=E \otimes I_{d_{3}}$. (See (6)). From (25) and Theorem 1,

$$
\text { (a) } A=R A S^{-\underline{\alpha}} \quad \text { and } \quad \text { (b) } \quad B=S B T^{-\underline{\beta}} \text {. }
$$

Now write

$$
T^{\underline{\beta}}=\mathbf{T}_{1}^{\beta_{1}} \otimes \mathbf{T}_{2}^{\beta_{2}} \otimes \cdots \otimes \mathbf{T}_{k}^{\beta_{k}} \quad \text { with } \quad \mathbf{T}_{j}=I_{j} \otimes E_{n_{j}} \otimes I_{v_{j} d_{3}}, \quad 1 \leq j \leq k
$$

From (b) $\mathbf{S}_{j} B \mathbf{T}_{j}^{-\beta_{j}}=B, 1 \leq j \leq k$. Applying this equality $\alpha_{j}$ times yields $\mathbf{S}_{j}^{\alpha_{j}} B \mathbf{T}_{j}^{-\alpha_{j} \beta_{j}}=B, 1 \leq j \leq k$. Therefore $S^{\underline{\alpha}} B T^{-\underline{\alpha} \underline{\beta}}=B$, by Remark 1. From this and (a), $R(A B) S^{-\underline{\alpha} \underline{\beta}}=A B$. Now Theorem 1 implies (26) with (27) obtained by computing the entries in the first block row of $A B$.

## 4 A dft characterization of multilevel $\underline{\alpha}$-circulants

Let $\left\{F_{\underline{\ell}} \mid \underline{\ell} \in \mathcal{M}_{\underline{n}}\right\}$ and $\left\{A_{\underline{m}} \mid \underline{m} \in \mathcal{M}_{\underline{n}}\right\} \subset \mathbb{C}^{d_{1} \times d_{2}}$ be related by
(a) $\quad F_{\underline{\ell}}=\sum_{\underline{m}=\underline{0}}^{\underline{n}-1} \zeta^{\underline{\ell}} A_{\underline{m}} \quad$ and (b) $\quad A_{\underline{m}}=\frac{1}{c \underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-1} \zeta^{-\underline{\ell} \underline{m}} F_{\underline{\ell}}$,
which are equivalent, since $\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} \zeta^{\underline{\alpha} \ell}=c(\underline{n}) \delta_{\underline{\alpha} \underline{0}}$. Denote

$$
\begin{equation*}
\mathcal{F}_{\mathcal{A}}=\bigoplus_{\underline{\ell}=\underline{0}}^{\underline{n}-1} F_{\underline{\ell}} . \tag{29}
\end{equation*}
$$

The set $\left\{F_{\underline{\ell}} \mid \underline{\ell} \in \mathcal{M}_{\underline{n}}\right\}$ is the discrete Fourier transform (dft) of the set $\left\{A_{\underline{m}} \mid \underline{m} \in \mathcal{M}_{\underline{n}}\right\}$.

Theorem 4 A matrix $A \in \mathbb{C}^{\underline{n}: d_{1} \times d_{2}}$ is an $\underline{\alpha}$-circulant $A=\left[A_{\underline{\underline{s}}-\underline{\alpha} \underline{\underline{\alpha}}}\right]_{\underline{r}, \underline{\underline{n}}=\underline{\underline{0}}}^{\underline{1}}$ if and only if

$$
\begin{equation*}
A=U_{\underline{\alpha}}^{\mathcal{F}_{\mathcal{A}}} Q^{*}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}} Q_{\underline{\ell}}^{*} \tag{30}
\end{equation*}
$$

(see (15) and (16)), where $\left\{A_{\underline{m}} \mid \underline{m} \in \mathcal{M}_{\underline{n}}\right\}$ and $\left\{F_{\underline{\ell}} \mid \underline{\ell} \in \mathcal{M}_{\underline{n}}\right\}$ are related as in (28).
Proof. Suppose $A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{r}, \underline{n}=\underline{\underline{0}}}^{\underline{n}}$. From (28),

$$
A_{\underline{s}-\underline{\alpha} \underline{r}}=\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-1} \zeta^{-\underline{\ell}(\underline{s}-\underline{\alpha} \underline{r})} F_{\underline{\ell}} .
$$

Hence

$$
A=\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-\underline{1}}\left[\begin{array}{c}
1 \otimes I_{d_{1}} \\
\vdots \\
\zeta \underline{\ell} \underline{\alpha} \otimes I_{d_{1}} \\
\vdots \\
\zeta^{\underline{\ell}(\underline{n}-1) \underline{\alpha}} \otimes I_{d_{1}}
\end{array}\right] F_{\underline{\ell}}\left[\begin{array}{c}
1 \otimes I_{d_{2}} \\
\vdots \\
\zeta \underline{\underline{s}} \otimes I_{d_{2}} \\
\vdots \\
\zeta \underline{\underline{(n}-1)} \otimes I_{d_{2}}
\end{array}\right]
$$

so (4), (12) and (15) imply (30). Conversely, suppose (30) holds. Then

$$
\begin{aligned}
R A S^{-\underline{\alpha}} & =\sum_{\underline{\ell}=\underline{0}}^{n-1}\left(R P_{\underline{\alpha} \underline{\ell}}\right) F_{\underline{\ell}}\left(S Q_{\underline{\ell}}\right)^{-\underline{\alpha}}=\sum_{\underline{\ell}=\underline{0}}^{n-1}\left(\zeta_{\underline{\underline{\alpha}} \underline{\ell}} P_{\underline{\alpha} \underline{\ell}}\right) F_{\underline{\ell}}\left(\zeta^{-\underline{\alpha} \ell} Q_{\underline{\ell}}^{*}\right) \\
& =\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\alpha} \underline{\underline{\alpha}}} F_{\underline{\ell}} Q_{\underline{\ell}}^{*}=A,
\end{aligned}
$$

where (14) implies the second equality. Now Theorem 1 implies that $A$ is an $\underline{\alpha}$-circulant $A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{r}, \underline{n}=\underline{0} \underline{0}}^{\underline{0}}$, and the argument given in the first half of this proof implies that $\left\{A_{\underline{m}} \mid \underline{m} \in \mathcal{M}_{\underline{n}}\right\}$ is as defined by (28). $\quad \square$

The following theorem provides a representation of $A$ that reduces to (30) if $\operatorname{gcd}(\underline{\alpha}, \underline{n})=$ $\underline{1}$, but is more useful if $\operatorname{gcd}(\underline{\alpha}, \underline{n}) \succ \underline{1}$.

Theorem 5 Suppose $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{q}$ and $\underline{p}=\underline{n} / \underline{q}$. Let

$$
\begin{gather*}
\mathbf{Q}_{\underline{\ell}, \underline{\alpha}}=\left[\begin{array}{llllll}
Q_{\underline{\ell}} & \cdots & Q_{\underline{\ell}+\underline{p} \underline{p}} & \cdots & Q_{\underline{\ell}+(\underline{q-1}) \underline{p}}
\end{array}\right], \underline{0} \preceq \underline{\ell} \leq \underline{p}-\underline{1},  \tag{31}\\
Q_{\underline{\alpha}}=\left[\begin{array}{lllll}
\mathbf{Q}_{\underline{0}, \underline{\alpha}} & \cdots & \mathbf{Q}_{\underline{\ell}, \underline{\alpha}} & \cdots & \mathbf{Q}_{\underline{p}-\underline{1}, \underline{\alpha}}
\end{array}\right],  \tag{32}\\
V_{\underline{\alpha}}=\left[\begin{array}{lllll}
P_{\underline{0}} & \cdots & P_{\underline{\ell} \underline{\alpha}} & \cdots & P_{(\underline{p}-1) \underline{\alpha}}
\end{array}\right],  \tag{33}\\
\mathbf{F}_{\underline{\ell}, \underline{\alpha}}=\left[\begin{array}{lllll}
F_{\underline{\ell}} & \cdots & F_{\underline{\ell}+\underline{p} \underline{p}} & \cdots & F_{\underline{\ell}+(\underline{q}-1) \underline{p}}
\end{array}\right], \quad \underline{0} \preceq \underline{\ell} \preceq \underline{p}-\underline{1}, \tag{34}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{\underline{\alpha}}=\bigoplus_{\underline{\ell}=0}^{\underline{p}-1} \mathbf{F}_{\underline{\ell}, \underline{\alpha}} . \tag{35}
\end{equation*}
$$

Then $\mathcal{Q}_{\underline{\alpha}}$ is unitary since its columns are simply a rearrangement of the columns of $Q$,

$$
\begin{equation*}
V_{\underline{\alpha}}^{*} V_{\underline{\alpha}}=I_{c(\underline{p})} d_{1}, \tag{36}
\end{equation*}
$$

and (30) can be rewritten as

$$
\begin{equation*}
A=\sum_{\underline{\ell}=0}^{\underline{p}-1} P_{\underline{\alpha} \underline{\ell}} \mathbf{F}_{\underline{\ell}, \underline{\alpha}} Q_{\underline{\ell}, \underline{\alpha}}^{*}=\mathcal{V}_{\underline{F_{\alpha}}} Q_{\underline{\alpha}}^{*} . \tag{37}
\end{equation*}
$$

PROOF. Since $\underline{\alpha} \underline{r}=\underline{\alpha} \underline{s}$ with $\underline{0} \preceq \underline{r}, \underline{s} \preceq \underline{p}-\underline{1}$ if and only if $\underline{r}=\underline{s}$, (13) implies (36). Since every $\underline{s} \in \mathcal{M}_{\underline{n}}$ can be written uniquely as $\underline{s}=\underline{\ell}+\underline{v} \underline{p}$ with $\underline{0} \preceq \underline{\ell} \preceq \underline{p}-\underline{1}$ and $\underline{0} \preceq \underline{v} \preceq \underline{q}-\underline{1}$, the second equality in (30) can be written as

$$
\begin{equation*}
A=\sum_{\underline{\ell}=\underline{0} \underline{v}=\underline{0}}^{\underline{p}-\underline{1}} \sum_{\underline{\alpha}(\underline{\ell}+\underline{v} \underline{p})} F_{\underline{\ell}+\underline{v} \underline{p}} Q_{\underline{\ell}+\underline{p} \underline{p}}^{*}=\sum_{\underline{\ell}=\underline{0}}^{\underline{p}-1} P_{\underline{\alpha} \underline{\ell}} \sum_{\underline{\nu}=\underline{0}}^{\underline{q}-1} F_{\underline{\ell}+\underline{p} \underline{p}} Q_{\underline{\ell}+\underline{v} \underline{p}}^{*} \tag{38}
\end{equation*}
$$

where the second equality here is valid because $\underline{p} \underline{\alpha} \equiv \underline{0}(\bmod \underline{n})$. Therefore the first equality in (37) is valid because

$$
\mathbf{F}_{\underline{\ell}, \underline{\alpha}} \mathbf{Q}_{\underline{\ell}, \underline{\alpha}}^{*}=\sum_{\underline{\nu}=\underline{0}}^{\underline{q}-\underline{1}} F_{\underline{\ell}+\underline{v} \underline{p}} Q_{\underline{\ell}+\underline{v} \underline{p}}^{*}, \quad 0 \preceq \underline{\ell} \preceq \underline{p}-\underline{1} .
$$

Now (32)-(34) imply the second equality in (37).

## 5 Solution of $A z=w$ and the least squares problem

In this section $A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right] \underline{\underline{r}, \underline{s}=\underline{0}} \underline{\underline{0}}$. If $z \in \mathbb{C} \underline{n}: d_{2}$ and $w \in \mathbb{C} \underline{n}: d_{1}$ we write

$$
\begin{equation*}
z=\sum_{\underline{s}=\underline{0}}^{n-1} Q_{\underline{s}} u_{\underline{s}} \quad \text { and } \quad w=\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{s}} v_{\underline{s}} \quad \text { with } \quad u_{\underline{s}} \in \mathbb{C}^{d_{2}} \quad \text { and } \quad v_{\underline{s}} \in \mathbb{C}^{d_{1}} \tag{39}
\end{equation*}
$$

(see (15)), $\underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1}$.
Theorem 6 If $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ then

$$
\begin{equation*}
\|A z-w\|^{2}=\sum_{\underline{s}=\underline{0}}^{\underline{n}-\underline{1}}\left\|F_{\underline{s^{\prime}}} u_{\underline{s}}-v_{\underline{\alpha} \underline{s}}\right\|^{2} \tag{40}
\end{equation*}
$$

where $\|\cdot\|$ is the Frobenius norm. Therefore the least squares problem for the $c(\underline{n}) d_{1} \times$ $c(\underline{n}) d_{2}$ matrix $A$ reduces to $c(\underline{n})$ independent least squares problems for the $d_{1} \times d_{2}$ matrices $F_{\underline{s}}, \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1}$. Also,

$$
\begin{equation*}
A z=w \quad \text { if and only if } \quad F_{\underline{s}} u_{\underline{s}}=v_{\underline{\alpha} \underline{s}}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1} . \tag{41}
\end{equation*}
$$

Proof. From (30) and (39),

$$
\begin{align*}
A z-w & =\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{\alpha} \underline{s}} F_{\underline{s}} u_{\underline{s}}-\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{s}} v_{\underline{s}}=\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{\alpha} \underline{s}} F_{\underline{s}} u_{\underline{s}}-\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{\alpha} \underline{s}} v_{\underline{\alpha} \underline{s}} \\
& \left.=\sum_{\underline{s}=\underline{0} \underline{\underline{s}} \underline{ }}^{n-1} P_{\underline{s} \underline{s}} u_{\underline{s}}-v_{\underline{\alpha} \underline{s} \underline{ }}\right) \tag{42}
\end{align*}
$$

where the second equality is valid because

$$
\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{s}} v_{\underline{s}}=\sum_{\underline{s}=\underline{0}}^{\underline{n}-1} P_{\underline{\alpha} \underline{s}} v_{\underline{\alpha s}},
$$

since $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$. Since $P_{\underline{\alpha} \underline{r}}^{*} P_{\underline{\alpha} \underline{s}}=\delta_{\underline{r} \underline{\underline{s}}} I_{\underline{n}}: d_{1}$ (again, because $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ ), (42) implies (40), which implies (41) $\square$

Theorem 7 Suppose $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{q}$ and $\underline{p}=\underline{n} / \underline{q}$. Then $A z=w$ has no solution unless

$$
\begin{equation*}
w=\sum_{\underline{\ell}=\underline{0}}^{\underline{p}-\underline{1}} P_{\underline{\alpha} \underline{\ell}} v_{\underline{\alpha} \underline{\ell}}, \tag{43}
\end{equation*}
$$

in which case $z$ is a solution if and only $z=\sum_{\underline{\underline{s}}=\underline{\underline{0}}}^{\underline{1}} Q_{\underline{s}} u_{\underline{s}}$, where

$$
\begin{equation*}
\sum_{\underline{\nu}=\underline{0}}^{\underline{q}-1} F_{\underline{\ell}+\underline{p} \underline{p}} u_{\underline{\ell}+\underline{\nu} \underline{p}}=v_{\underline{\alpha} \underline{\ell}}, \quad \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1} . \tag{44}
\end{equation*}
$$

Proof. From (38) and (39),

$$
A z=\sum_{\underline{\ell}=\underline{0}}^{\underline{p}-\underline{1}} P_{\underline{\alpha}, \underline{\ell}} \sum_{\underline{\nu}=\underline{0}}^{\underline{q}-\underline{1}} F_{\underline{\ell}+\underline{\nu} \underline{p}} u_{\underline{\ell}+\underline{\nu} \underline{p}} .
$$

Since $\{\underline{\alpha} \underline{\ell} \mid \underline{0} \preceq \underline{\ell} \preceq \underline{p}-\underline{1}\}$ is a set of distinct multiindices, (13) implies that $P_{\underline{\alpha} \underline{\ell}}^{*} P_{\underline{\alpha} \underline{m}}=$ $\delta_{\underline{\ell} \underline{m}}, \underline{0} \preceq \underline{\ell}, \underline{m} \preceq \underline{p}-\underline{1}$. This and (41) imply that $A z=w$ has no solution unless (43) holds for some $v_{\underline{\underline{0}}}, \ldots, v_{\underline{\alpha} \underline{\ell}}, \ldots, v_{\underline{\alpha}(\underline{p}-1)}$, in which case $z=\sum_{\underline{\underline{s}}=\underline{\underline{0}}}^{\underline{-}} F_{\underline{s}} u_{\underline{s}}$ is a solution if and only if (44) holds.

## 6 Commutativity

The following theorem generalizes the well known commutativity property of 1-circulants $\left[a_{s-r}\right]_{r, s=0}^{n-1} \in \mathbb{C}^{n \times n}$.

Theorem 8 Suppose $d_{1}=d_{2}, \operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$, and $\underline{\alpha} \underline{\beta} \equiv \underline{1}(\bmod \underline{n})$. Let $A=$ $\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}}, B=\left[B_{\underline{s}-\underline{\beta} \underline{r}}\right]_{\underline{r}, \underline{s} \underline{\underline{n}}=\underline{0}}$,

$$
F_{\underline{\ell}}=\sum_{\underline{m}=\underline{0}}^{\underline{n}-1} \zeta^{\underline{\ell} \underline{m}} A_{\underline{m}} \quad \text { and } \quad G_{\underline{\ell}}=\sum_{\underline{m}=\underline{0}}^{\underline{n}-\underline{1}} \zeta^{\underline{\ell} \underline{m}} B_{\underline{m}}, \quad \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1} .
$$

Then $A B=B A$ if and only if

$$
F_{\underline{\beta} \underline{\ell}} G_{\underline{\ell}}=G_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}}, \quad \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1} .
$$

PROOF. Since $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\operatorname{gcd}(\underline{\beta}, \underline{n})=\underline{1}$, we may change summation indices $\underline{\ell} \rightarrow \underline{\alpha} \underline{\ell}$ and $\underline{\ell} \rightarrow \underline{\beta} \underline{\ell}$. Therefore, from Theorem 4 with $Q=P$,

$$
\begin{gathered}
A=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} P_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}} P_{\underline{\ell}}^{*}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-\underline{1}} P_{\underline{\ell}} F_{\underline{\beta} \underline{\ell}} P_{\underline{\beta} \underline{\ell}}^{*}, \quad B=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\beta} \underline{\ell}} G_{\underline{\ell}} P_{\underline{\underline{\ell}}}^{*}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} G_{\underline{\alpha} \underline{\ell}} P_{\underline{\alpha} \ell}^{*}, \\
A B=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} P_{\underline{\ell}} F_{\underline{\beta} \underline{\ell}} G_{\underline{\ell}} P_{\underline{\ell}}^{*}, \quad \text { and } \quad B A=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} P_{\underline{\ell}} G_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}} P_{\underline{\ell}}^{*},
\end{gathered}
$$

which implies the conclusion.

## 7 The Moore-Penrose inverse of an $\underline{\alpha}$-circulant

In this section $\mathscr{A}=\left\{A_{\underline{m}} \mid \underline{m} \in \mathcal{M}_{\underline{n}}\right\}$ and $\mathcal{F}=\left\{F_{\underline{\ell}} \mid \underline{\ell} \in \mathcal{M}_{\underline{n}}\right\}$ are related as (28).
Recall that the Moore-Penrose inverse of a matrix $G \in \mathbb{C}^{r \times s}$ is the unique matrix $G^{\dagger} \in \mathbb{C}^{s \times r}$ that satisfies the Penrose conditions

$$
\left(G G^{\dagger}\right)^{*}=G G^{\dagger}, \quad\left(G^{\dagger} G\right)^{*}=G^{\dagger} G, \quad G G^{\dagger} G=G \quad \text { and } \quad G^{\dagger} G G^{\dagger}=G^{\dagger}
$$

We need the following lemma.
Lemma 1 Suppose $L \in \mathbb{C}^{r \times p}, M \in \mathbb{C}^{s \times q}, L^{*} L=I_{r}, M^{*} M=I_{s}, G=L C M^{*}$, and $H=M C^{\dagger} L^{*}$. Then $H=G^{\dagger}$.

Proof. (i) The following computations are straightforward:

$$
\begin{gathered}
G H=L C C^{\dagger} L^{*}=L\left(C C^{\dagger}\right)^{*} L=(G H)^{*}, \\
H G=M C^{\dagger} C M^{*}=M\left(C^{\dagger} C\right)^{*} M^{*}=(H G)^{*}, \\
G H G=L C C^{\dagger} C M^{*}=L C M^{*}=G
\end{gathered}
$$

and

$$
H G H=M G^{\dagger} G G^{\dagger} L^{*}=M G^{\dagger} L^{*}=H
$$

so $G$ and $H$ satisfy the Penrose conditions.
For clarity we first consider the case where $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$.

Theorem 9 If $A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{n}, \underline{\underline{n}}=\underline{0}}^{\underline{1}}$ and $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$, then

$$
\begin{equation*}
A^{\dagger}=\left[B_{\underline{r}-\underline{\alpha} \underline{\underline{\alpha}}}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\underline{n}-\underline{1}} \quad \text { with } \quad B_{\underline{m}}=\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-1} \zeta^{\underline{\ell} \underline{m}} F_{\underline{\ell}}^{\dagger}, \quad \underline{0} \leq \underline{m} \preceq \underline{n}-\underline{1} . \tag{45}
\end{equation*}
$$

Proof. From Theorem 4, $A=U_{\alpha} \mathcal{F}_{\mathcal{A}} P^{*}$ (see (15), (16), and (29)), which is written in expanded form in (30). As noted following (16), $U_{\underline{\alpha}}$ is unitary because $(\underline{\alpha}, \underline{n})=\underline{1}$. Since $P$ is unitary in any case, Lemma 1 with $L=U_{\underline{\alpha}}^{\underline{\alpha}}, M=P$, and $C=\mathcal{F}_{A}$ implies that

$$
\begin{align*}
& A^{\dagger}=P \mathcal{F}_{\mathcal{A}}^{\dagger} U_{\alpha}^{*}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} P_{\ell} F_{\ell}^{\dagger} P_{\underline{\alpha} \underline{\ell}}  \tag{46}\\
& =\frac{1}{c \underline{(n)}} \sum_{\underline{\ell}=\underline{0}}^{n-1}\left[\begin{array}{c}
1 \otimes I_{d_{2}} \\
\vdots \\
\zeta \underline{\underline{r}} \otimes I_{d_{2}} \\
\vdots \\
\zeta \underline{\ell}(\underline{n}-1) \\
\sigma_{d_{2}}
\end{array}\right] F_{\underline{\ell}}^{\dagger}\left[\begin{array}{c}
1 \otimes I_{d_{1}} \\
\vdots \\
\zeta \underline{\underline{\alpha} \underline{s}} \otimes I_{d_{1}} \\
\vdots \\
\zeta \underline{\underline{\ell}(\underline{n}-1)} \otimes I_{d_{1}}
\end{array}\right]^{H} \\
& =\frac{1}{c(\underline{n})}\left[\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-\underline{1}} \zeta^{\underline{\ell}(\underline{(r-\alpha} \underline{\alpha})} F_{\ell}^{\dagger}\right]_{\underline{r}, \underline{s}=0}^{\underline{n}-\underline{1}}=\left[B_{\underline{r}-\underline{\alpha} \underline{s}}\right] \underline{\underline{n}, \underline{s}=\underline{0}},
\end{align*}
$$

from (45).
Theorem 10 Let $A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right] \underline{\underline{r} \underline{s} \underline{\underline{1}}, \underline{0}}, \operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{q}$, and $\underline{p}=\underline{k} / \underline{q}$. Let $\mathbf{F}_{\underline{\ell}, \underline{\alpha}}$ be as in (34) and partition $\mathbf{F}_{\underline{\ell}, \underline{\alpha}}^{\dagger}$ as

$$
\mathbf{F}_{\underline{\ell}, \underline{\alpha}}^{\dagger}=\left[\begin{array}{c}
G_{\underline{\ell}, \underline{\alpha}}  \tag{47}\\
\vdots \\
G_{\underline{\ell}+\underline{p}, \underline{\alpha}} \\
\vdots \\
G_{\underline{\ell}+(\underline{q}-1) \underline{p}, \underline{\alpha}}
\end{array}\right], \quad \underline{0} \leq \underline{\ell} \leq \underline{p}-\underline{1},
$$

where $G_{\underline{\ell}, \underline{\alpha}} \in \mathbb{C}^{d_{2} \times d_{1}}, \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1}$. Then

$$
\begin{equation*}
A^{\dagger}=\left[B_{\underline{r}-\underline{\alpha}}\right]_{\underline{\underline{n}}, \underline{\underline{1}}=\underline{0}}^{\frac{1}{0}} \quad \text { with } \quad B_{\underline{m}}=\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-\underline{1}} \zeta^{\underline{\ell}} G_{\underline{\ell}, \underline{\alpha}}, \quad \underline{0} \preceq \underline{m} \preceq \underline{n}-\underline{1} . \tag{48}
\end{equation*}
$$

Proof. From Theorem 5 (specifically, (37)), $A=\mathcal{V}_{\underline{\alpha}} \mathcal{F}_{\underline{\alpha}} Q_{\underline{\alpha}}^{*}$. Recalling (36), Lemma 1 with $L=\mathcal{V}_{\underline{\alpha}}, M=\mathcal{Q}_{\underline{\alpha}}$, and $C=\mathcal{F}_{\underline{\alpha}}$ implies that
where the second equality follows from (32), (33), and (35) and the third equality follows from (31) and (47). Since $P_{\underline{\alpha}(\underline{\ell}+\underline{\nu} \underline{p}}=P_{\underline{\alpha} \underline{\ell}, \underline{0} \preceq \underline{\nu} \preceq \underline{q}-\underline{1}}$, we can now write

$$
A^{\dagger}=\sum_{\underline{\ell}=\underline{0} \underline{v}=\underline{0}}^{\underline{p}-1} \sum_{\underline{\ell}+\underline{\underline{p}} \underline{p}-1} G_{\underline{\ell}+\underline{v} \underline{p}, \underline{\alpha}} P_{\underline{\alpha} \underline{\ell}+\underline{\nu} \underline{p})}^{*}=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} Q_{\underline{\ell}} G_{\underline{\ell}, \underline{\alpha}} P_{\underline{\alpha} \underline{\ell}}^{*}
$$

Now (4) and (12) imply that

$$
\left.\begin{array}{rl}
A^{\dagger} & =\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-1}\left[\begin{array}{c}
1 \otimes I_{d_{2}} \\
\vdots \\
\zeta \underline{\underline{r}} \otimes I_{d_{2}} \\
\vdots \\
\zeta \underline{\ell}(\underline{n-1})
\end{array} I_{d_{2}}\right.
\end{array}\right] G_{\underline{\ell}, \underline{\alpha}}\left[\begin{array}{c}
1 \otimes I_{d_{1}} \\
\vdots \\
\zeta \underline{\underline{\alpha} \underline{s}} \otimes I_{d_{1}} \\
\vdots \\
\zeta \underline{\underline{\alpha} \underline{(n-1})} \otimes I_{d_{1}}
\end{array}\right]^{H}
$$

with $B_{\underline{0}}, \ldots, B_{\underline{m}}, \ldots, B_{\underline{n}-\underline{1}}$ as in (48). $\quad \square$
Remark 2 If $A=\left[a_{\underline{s}-\underline{\alpha r}} \underline{\underline{n}}_{\underline{\underline{n}}, \underline{s}=\underline{0}} \in \mathbb{C} \underline{\underline{n}}: 1 \times 1\right.$ then (28) and (34) reduce to

$$
f_{\underline{\ell}}=\sum_{\underline{m}=\underline{0}}^{\underline{n}-1} a_{\underline{m}} \zeta^{\underline{\ell} \underline{m}} \text { and } \quad \mathbf{f}_{\underline{\ell}, \underline{\alpha}}=\left[\begin{array}{llll}
f_{\underline{\ell}} & f_{\underline{\ell}+\underline{p}} & \cdots & f_{\underline{\ell}+(\underline{q}-\underline{1}) \underline{p}}
\end{array}\right], \quad \underline{0} \preceq \underline{\ell} \preceq \underline{p}-\underline{1} .
$$

Since

$$
\mathbf{f}_{\underline{\ell}, \underline{\alpha}}^{\dagger}=\frac{1}{\left\|\mathbf{f}_{\underline{\ell}, \underline{\alpha}}\right\|^{2}}\left[\begin{array}{c}
\bar{f}_{\underline{\ell}} \\
\vdots \\
\bar{f}_{\underline{\ell}+\underline{v} \underline{p}} \\
\vdots \\
\bar{f}_{\underline{\ell}+(\underline{q}-1) \underline{p}}
\end{array}\right] \quad \text { if } \quad \mathbf{f}_{\underline{\ell}, \underline{\alpha}} \neq 0 \quad \text { or } \quad \mathbf{f}_{\underline{\ell}, \underline{\alpha}}^{\dagger}=0 \quad \text { if } \quad \mathbf{f}_{\underline{\ell, \underline{\alpha}}}=0
$$

it follows that

Hence

$$
A^{\dagger}=\left[b_{\underline{r}-\underline{\alpha} \underline{s}}\right]_{r, \underline{n}=\underline{0}}^{\underline{1}} \quad \text { where } \quad b_{m}=\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-1} g_{\underline{\ell}, \underline{\alpha}} \zeta^{\underline{\ell} \underline{m}}
$$

## 8 The case where $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ and $d_{1}=d_{2}$

In this section we assume that $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ and $d_{1}=d_{2}=d$, so (30) becomes

$$
\begin{equation*}
A=U_{\underline{\alpha}} \mathcal{F}_{\mathcal{A}} P^{*} \tag{49}
\end{equation*}
$$

Theorem $11 A=\left[A_{\underline{s}-\underline{\alpha} \underline{r}}\right]_{\underline{n}, \underline{n}=\underline{0}}^{\underline{1}}$ is invertible if and only $\operatorname{if} \operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$ and $F_{\underline{0}}, \ldots$, $F_{\underline{m}}, \ldots, F_{\underline{n}-\underline{1}}$ are all invertible, in which case

$$
\begin{equation*}
A^{-1}=\left[B_{\underline{r}-\underline{\alpha} \underline{s}}\right]_{\underline{r}, \underline{s} \underline{n}=\underline{0}}^{n-1} \quad \text { with } \quad B_{\underline{m}}=\frac{1}{c(\underline{n})} \sum_{\underline{\ell}=\underline{0}}^{n-1} \zeta \underline{\underline{m}} \underline{m}_{\underline{\ell}}^{-1}, \quad \underline{0} \preceq \underline{m} \preceq \underline{n}-\underline{1} \tag{50}
\end{equation*}
$$

and the solution of $A z=w$ is $z=\sum_{\underline{\ell}=\underline{0}}^{\underline{n}-1} P_{\underline{\ell}} F_{\underline{\ell}}^{-1} v_{\underline{\alpha} \underline{\ell}}$.
Proof. If $A$ is invertible then $U_{\underline{\alpha}}$ must be invertible, which is true if and only if $\operatorname{gcd}(\underline{\alpha}, \underline{n})=\underline{1}$. Hence this is a necessary condition for $A$ to be invertible. If $\operatorname{gcd}(\underline{\alpha}, \underline{n})=$ $\underline{1}$ then (41) implies that $A$ is invertible if and only if $F_{\underline{0}}, \ldots, F_{\underline{s}}, \ldots, F_{\underline{n}-\underline{1}}$ are all invertible or, equivalently, $F_{\underline{s}}^{\dagger}=F_{\underline{s}}^{-1}, \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1}$. Now Theorem 9 implies (50) which, with (39) and (41), implies the final conclusion.
Theorem 12 Suppose $A$ is as in (49) and $\underline{\alpha} \underline{\beta} \equiv \underline{1}(\bmod \underline{n})$. Then:
(i) $A$ is Hermitian if and only if $P_{\underline{\beta} \underline{\ell}} F_{\underline{\beta} \underline{\ell}}^{*}=P_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}}, \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1}$
(ii) $A$ is normal if and only if $F_{\underline{\beta} \underline{\ell}} F_{\underline{\beta} \underline{\ell}}^{*}=F_{\underline{\ell}}^{*} F_{\underline{\ell}}, \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1}$
(iii) $A$ is $E P$ (i.e., $A^{\dagger} A=A A^{\dagger}$ ) if and only if $F_{\underline{\ell}}^{\dagger} F_{\underline{\ell}}=F_{\underline{\underline{\beta}} \underline{\ell}} F_{\underline{\underline{\ell}} \underline{\ell}}^{\dagger} \underline{0} \leq \underline{\ell} \preceq \underline{n}-\underline{1}$.

Proof. From (49) and (46) with $\underline{\alpha}=\underline{1}$,

$$
\begin{equation*}
A=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}} P_{\underline{\ell}}^{*}, \quad A^{*}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} F_{\underline{\ell}}^{*} P_{\underline{\alpha} \underline{\ell}}^{*}, \quad \text { and } \quad A^{\dagger}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} F_{\underline{\ell}}^{\dagger} P_{\underline{\alpha} \underline{\ell}}^{*} \tag{51}
\end{equation*}
$$

(i) Since $\underline{\alpha} \underline{\beta} \equiv 1(\bmod \underline{n})$, replacing $\underline{\ell}$ by $\underline{\beta} \underline{\ell}$ in the second sum in (51) yields $A^{*}=\sum_{\underline{\ell}=\underline{\underline{0}} \underline{\underline{1}}}^{\underline{\beta}} P_{\underline{\beta} \underline{\ell}} F_{\underline{\beta} \underline{\ell}}^{*} P_{\underline{\ell}}^{*}$, and comparing this with the first sum in (51) yields (i).
(ii) From (51),

$$
A A^{*}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}} F_{\underline{\ell}}^{*} P_{\underline{\alpha} \underline{\ell}}^{*}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} F_{\underline{\beta} \underline{\ell}} F_{\underline{\beta} \underline{\ell}}^{*} P_{\underline{\ell}}^{*} \quad \text { and } \quad A^{*} A=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} F_{\underline{\ell}}^{*} F_{\underline{\ell}} P_{\underline{\ell}}^{*},
$$

which implies (ii).
(iii) From (51),

$$
A A^{\dagger}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\alpha} \underline{\ell}} F_{\underline{\ell}} F_{\underline{\ell}}^{\dagger} P_{\underline{\alpha} \underline{\ell}}^{*}=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} F_{\underline{\beta} \underline{\ell}} F_{\underline{\beta} \underline{\ell}}^{\dagger} P_{\underline{\ell}}^{*} \quad \text { and } \quad A^{\dagger} A=\sum_{\underline{\ell}=\underline{0}}^{n-1} P_{\underline{\ell}} F_{\underline{\ell}}^{\dagger} F_{\underline{\ell}} P_{\underline{\ell}}^{*} \text {, }
$$

which implies (iii).

Remark 3 If $A$ is a square matrix and there is a matrix $B$ such that $A B A=A, B A B=$ $B$, and $A B=B A$, then $B$ is unique and is called the group inverse of $A$, denoted by $B=A^{\#}$. Theorem 12 (iii) implies that $A^{\dagger}=A^{\#}$ if and only if $F_{\underline{\ell}}^{\dagger} F_{\underline{\ell}}=F_{\underline{\underline{\beta}} \underline{\ell}} F_{\underline{\beta} \underline{\ell}}^{\dagger}$, $\underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1}$.

## 9 The eigenvalue problem with $\underline{\alpha}=\underline{1}$

Here we assume that $\underline{\alpha}=\underline{1}$ and $d_{1}=d_{2}=d$, so (6) and (12) reduce to

$$
\begin{gathered}
R=S=E_{1} \otimes E_{2} \otimes \cdots \otimes E_{k} \otimes I_{d}=\left(\left[\delta_{\underline{r}, \underline{s}-1}\right]_{\underline{r} \underline{\underline{s}}=\underline{0}}^{\underline{0}}\right) \otimes I_{d} \\
P_{\underline{s}}=Q_{\underline{s}}=\phi_{\underline{s}} \otimes I_{d}, \quad \underline{0} \preceq \underline{s} \preceq \underline{n}-\underline{1}
\end{gathered}
$$

and (30) reduces to

$$
A=P \mathcal{F}_{\mathscr{A}} P^{*}=\sum_{\underline{s}=\underline{0}}^{n-1} P_{s} F_{s} P_{s}^{*}
$$

The following theorem and its proof are motivated by [2, Theorem 2].
Theorem 13 Let

$$
\gtrdot_{R}=\bigcup_{\underline{\ell}=\underline{0}}^{\underline{n}-1}\left\{z \in \mathbb{C}^{\underline{n}}: d \mid R z=\zeta \underline{\ell} z\right\}
$$

If $\lambda$ is an eigenvalue of $A$ let $\xi_{A}(\lambda)$ be the $\lambda$-eigenspace of $A$; i.e,

$$
\mathcal{E}_{A}(\lambda)=\{z \mid A z=\lambda z\}
$$

Then:
(i) If $\lambda$ is an eigenvalue of $A=\left[A_{\underline{s}-\underline{r}}\right]_{\underline{r}, \underline{\underline{r}}=\underline{0}}^{\underline{\underline{1}}}$ then $\mathcal{E}_{A}(\lambda)$ has a basis in $8_{R}$.
(ii) If $A \in \mathbb{C}^{\underline{n}}: d \times d$ and has $c(\underline{n}) d$ linearly independent eigenvectors in $\wp_{R}$, then $A$ is a 1 -circulant.

Proof. (i) From (41) with $w=\lambda z$ and $\underline{\alpha}=\underline{1}, z=\sum_{\underline{\ell}=0}^{\underline{k}=\underline{1}} P_{\underline{\ell}} u_{\underline{\ell}} \in \mathcal{E}_{A}(\lambda)$ if and only if $F_{\underline{\ell}} u_{\underline{\ell}}=\lambda u_{\underline{\ell}}, \quad \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1}$. Therefore $\lambda$ is an eigenvalue of $A$ if and only if it is an eigenvalue of $F_{\underline{\ell}}$ for some $\underline{\ell} \in \mathcal{M}_{\underline{n}}$. Let $\tau_{\lambda}$ be the subset of $\mathcal{M}_{\underline{n}}$ for which this is true. Then $\mathcal{E}_{A}(\lambda)$ consists of linear combinations of the vectors of the form $P_{\underline{\ell}} u_{\underline{\ell}}$ with $\underline{\ell} \in \mathcal{T}_{\lambda}$ and $\left(\lambda, u_{\underline{\ell}}\right)$ an eigenpair of $F_{\underline{\ell}}$. Since $R P_{\underline{\ell}}=\zeta_{\underline{\ell}} P_{\underline{\ell}}$ (see (6)), this completes the proof of (i).
(ii) From Theorem 1 with $R=S$ and $\underline{\alpha}=\underline{1}$, we must show that $R A=A R$. If $A z=\lambda z$ and $R z=\zeta^{\underline{s}} z$ then $R A z=\lambda R z=\lambda \zeta^{\underline{s}} z$ and $A R z=\zeta^{\underline{s}} A z=\zeta^{\underline{s}} \lambda z$. Hence $A R z=R A z$ for all $z$ in a basis for $\mathbb{C} \underline{n}: d$, so $A R=R A$.

Theorem 14 Suppose $\left\{F_{\underline{\ell}} \mid \underline{\ell} \in \mathcal{M}_{\underline{n}}\right\}$ and $\left\{A_{\underline{m}} \mid \underline{m} \in \mathcal{M}_{\underline{n}}\right\}$ are related as in (28), and $F_{\underline{\ell}}=\Psi_{\underline{\ell}} J_{\underline{\ell}} \Psi_{\underline{\ell}}^{-1}$ is the Jordan canonical form of $\overline{F_{\underline{\ell}}}, \underline{0} \preceq \underline{\ell} \preceq \underline{n}-\underline{1}$. Let

$$
\Gamma=\left[\begin{array}{lllll}
P_{\underline{0}} \Psi_{\underline{0}} & \cdots & P_{\underline{\ell}} \Psi_{\underline{\ell}} & \cdots & P_{\underline{n}} \Psi_{\underline{n}}
\end{array}\right]
$$

Then

$$
\left[A_{\underline{s}-\underline{r}}\right]_{\underline{r}, \underline{s}=\underline{0}}^{\frac{n}{\underline{1}}}=\Gamma\left(\bigoplus_{\underline{\ell}=\underline{0}}^{\underline{n}-\underline{1}} J_{\underline{\ell}}\right) \Gamma^{-1}
$$

In particular, suppose that $F_{\underline{0}}, \ldots, F_{\underline{\ell}}, \ldots, F_{\underline{n}-\underline{1}}$ are all diagonalizable with spectral decompositions

$$
F_{\underline{\ell}}=T_{\underline{\ell}} D_{\underline{\ell}} T_{\underline{\ell}}^{*}, \quad \underline{0} \preceq \ell \preceq \underline{n}-\underline{1},
$$

and

$$
\Delta=\left[\begin{array}{lllll}
P_{\underline{0}} D_{\underline{0}} & \cdots & P_{\underline{\ell}} D_{\underline{\ell}} & \cdots & P_{\underline{n}-\underline{1}} D_{\underline{n}-\underline{1}}
\end{array}\right] .
$$

Then

$$
A=\Delta\left(\bigoplus_{\underline{\ell}=\underline{0}}^{\underline{n}-1} D_{\underline{\ell}}\right) \Delta^{-1}
$$
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