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Abstract
Suppose that —co < a < b < 00, a < Uin < Uzn < -0 < Upn < b,
and a < vip < v < -o- < Upp < b for n > 1. We simplify and

strengthen Weyl’s definition of equal distribution of {{uin}iz;}ney and
{{vin }i=1}221 by showing that the following statements are equivalent:

(i) limn oo 2 3" | (F(uin) — F(vin)) = 0 for all F' € Cla,b],

(ii) limn oo £ 377" [tin — vin| =0,

(iii) limp oo £ 37" | |F(win) — F(vin)| = 0 for all F € Cla, b].
We relate this to Weyl’s definition of uniform distribution and Szegd’s
distribution formula for the eigenvalues of a family of Toeplitz matrices
{[tr—s]ts=1}nz1, where t, = 5= ffﬁ e ""?g(x)dx and g is real-valued and
continuous on [—, 7.

1 Introduction

We consider four definitions of “distribution” that can be traced back to H.
Weyl. We assume throughout that the doubly-indexed sequences

U= {{uinyisi}nzy and V= {{oin}i 10,

are contained in a finite interval [a,b]. As usual, C[a,b] is the family of real-
valued continuous functions on [a,b]. To avoid annoying repetition, every oc-
curence of “distributed” is to be interpreted as “distributed in [a, b].”

We have presented part of this discussion in [4] and [5]. However, [4] is
interesting mainly to linear algebraists and operator theorists, and [5] is not
widely circulated. Moreover, the arguments given here are simpler and we think
that the conclusions will be interesting to a wider audience.

Our first definition is stated and attributed to H. Weyl in [1, p. 62].
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Definition 1 U and V are equally distributed if

nlirrgo % i(F(um) — F(vin)) =0 for all F € C|a,b]. (1)

i=1
Definition 2 V is uniformly distributed if

1 < 1
n1Ln305;F(vm) = b_a/a F(z)dz for all F e Cla,b]. (2)

Definition 3 A sequence {z;}52, C [a,b] is uniformly distributed if

—a

n b
nlirrgo%EF(xi) =3 ! / F(z)dz for all F e Cla,b]. (3)

Put another way, {x;}$2, is uniformly distributed if {{z;}]_;}>2, is uniformly

distributed as in Definition 2.

Definition 4 If a and b are respectively the minimum and maximum values of
a continuous function g on a closed interval [c, d], then U is distributed like the
values of g if

1 1
nangoE;F(um) = d_c/c F(g(z))dz for all F € Cla,b]. (4)

In the setting of linear algebra and operator theory, the members of U and
V could be the eigenvalues of two families {A4,}22, and {B,}32; of Hermitian
matrices, and the problem is to find conditions on {4, — B, }5°; which imply
that U and V are equally distributed.

It is well known that (2) is equivalent to

LG U

n—oo M T b—aqa

for every subinterval Z of [a, b], where ¢(Z) is the length of Z and C,,(Z) is the
cardinality of {u;,}} NZ.

Definition 3 is a special case of Definition 2; nevertheless, a special case
of Definition 3 is probably the most famous of all the definitions that we are
considering. If x is an arbitrary real, let [x] denote the greatest integer not
greater than x, and let & = z — [z], so 0 < & < 1. According to another
definition of Weyl, {z;}!'_; is equidistributed modulo 1 or uniformly distributed
modulo 1 if {#;}$2, is uniformly distributed in [0,1] as in Definition 3, with
a=0and b=1.

The most famous example of Definition 4 is related to a special case of
Szegd’s distribution theorem [1, p. 64]. Suppose g is real-valued and continuous
on [—m,w|. Let

1 " —irx
tT:% e "g(x)dx, r=0,£1,42, ...,

—T
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and

T, = [tr,s]ﬁszl, n=123....
These are Toeplitz matrices. Since g is real-valued, t_, = #,, so T}, is Hermitian
and therefore has real eigenvalues A1, A2p, ..., App; in fact, they are all in

[a, b], where a and b are respectively the minimum and maximum values of g on
[—7, 7).
Szegd showed that {{X\in}7_,}22, is distributed like the values of g; i.e.,

lim EZF(Am) _ 1 / F(g(z))dz for all F € Cla,b]
n—oo n =1

2 ),

if ¢ is essentially bounded and Lebesgue integrable on [—, 71]. Moreover, there
are many results on this question under still weaker assumptions on g. We
consider only the case where ¢ is continous.

Although we have stated four definitions to provide a historical perspective,
Definitions 2—4 are special cases of Definition 1. In connection with Definitions 2
and 3, let

wm:a—i-%(b—a) forl1<j<n andn=2,3,.... (5)

From first year calculus, we know that

1< I
nlLHgOE;F(le): b—a/a F(z)dx for all F € Cla,b].

From this and (1), U is uniformly distributed if and only if U and {{w;,}7—;}52,
are equally distributed. Similarly, from (3), {z;}{2; is uniformly distributed if
and only if {{x;}}'_ 102, and {{win}}_;}72, are equally distributed.

As for Definition 4, let

ym:c—i-i(d—c) for1<j<n andn=2,3.... (6)
n

Since g is continuous on [c, d], it follows that

1

— C

n d
lim. % > Flglyin)) = y / F(g(z))dz for all F € Cla,b].
i=1 ¢

From this and (4), U is distributed like the values of F' if and only U and
{{9(Win) Y1132, are equally distributed.

2 The Main Theorem and Corollaries

Henceforth we assume — without loss of generality — that
agulnSUQnSSunnSb andagvln§02n§~~§vnn§b.

Here is our main result. We will prove it in Section 4.
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Theorem 1 The following assertions are equivalent:

n

1 B '
nlirrgo - ;(F(um) — F(vin)) =0 for all F € Cla, b]; (7)
tim 137 =0 ®)
1im  — Uin — VUin| = U;
n—oo N =1
1 B
Jim ; |F(uin) — F(vin)| =0 for all F € Cla, b). (9)

This theorem and the discussion of Definitions 2—4 in Section 1 yield the
following corollaries.

Corollary 1 U and V are equally distributed if and only if (8) is true.

Corollary 2 V is uniformly distributed if and only if

n

1
li - in — Win| = Oa 10
Jim = 7 [vin — winl (10)

=1

with {{win}?13152, as in (5). Moreover, each of the following statements is
equivalent to (10):

lim — i(F(vm) — F(win)) =0 forall F € Cla,b],

i=1
1 n
lim — " |F(vin) = F(wi)| =0 for all F € Cla,b].
n—oo n =
Corollary 3 For each n > 2, let oy, be a permutation of {1,2,...n} such that
Ton(1) S Top(2) S < Ty (n)-

Then {x;}52, is uniformly distributed if and only if
tim 23 e, ) — ] = 0 (1)
ni»Holo n — Lo, (i) — Win| = V.

Moreover, each of the following statements is equivalent to (11):

1l
nlLrIgo - ;(F(xl) — F(win)) =0 forall F € Cla,b],

1 n
lim =S |F(zy i) — Flwin)| = IF bl
Jim ST |F (g, ) = Fwi) =0 for all F'€Cla,J]

=1
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Corollary 4 Let {{yin}i—1}o2, be as in (6) and, for each n > 2, let p, be a
permutation of {1,2,...n} such that

g(ypn(l),n) < g(ypn(2),n) <--- < g(ypn (n),n)-
Then U is distributed like the values of g if and only

RN
Jim = Juin = 9(p.,).0)| = 0. (12)
i=1
Moreover, each of the following statements is equivalent to (12):

n

lim 1 Z(F(um) — F(9(yin)) =0 for all F € Cla,b],

n—oo n 4
1=1

1 n
lim =S |F(ui,) — F o)l = I F b
Jm 252 uin) = Flalb. 0] =0 for ol F & Clat

We hope that the following suggestion will be taken as constructive rather
than offensive: if (7), (8), and (9) are equivalent, then regarding (7) as the
definition of equal distribution is putting the cart before the horse. Therefore —
with some trepidation — we suggest that (8) should be the definition. Analogous
suggestions apply to (10), (11), and (12) in connection with Definitions 2—4.

For examples that support this suggestion, suppose

U= {up Yot < a0, v {{v”"l}nlc[ b for 1< C<F,
Further, let U = {{um}l 1} >, and V = {{vn }1 l}n 1> where
Ui = )\lnul('}l)+)\2nul('721)+' : '+>\knul('n) and v, = Alnvl(}l)—F)anEi)—F' : ~+>\knv§§).

Then Corollary 1 obviously implies that U and V are equally distributed if
Uy and V; are equally distributed for ¢ = 1, 2, ..., k, and Corollary 2 obvi-
ously implies that V is uniformly distributed if V1, Vg, ..., Vi are uniformly
distributed. These conclusions are not obvious from Definitions 1 and 2.

3 Required Lemmas

We need the following lemmas, in which V() is the total variation of a function
¢ on [a, b].

Lemma 1 (Helly’s First Theorem) Let {¢m}5°_, be an infinite sequence of
functions on [a,b] and suppose that

|om(z)] < K < oo fora<axz<b and V:((bm)SK, m>1.

Then there is a subsequence of {¢dm}>_, that converges at every point of [a, b]
to a function of bounded variation on [a,b].
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Lemma 2 (Helly’s Second Theorem) Let {¢,}2>_; be an infinite sequence
of functions on [a,b] such that V2(¢,) < K < oo, m > 1, and

liin Odm(z) = ¢(x) for a <z <b.

Then V2(¢) < K and

b b
lim F(z)dom(z) = / F(z)d¢(x) for all F € Cla,b].

m—00
a

Lemma 3 Suppose ¢(a) = ¢(b) = 0, ¢ is of bounded variation on [a,b], and

b
/ F(z)dg(x) =0, forall F € Cla,b].

Then ¢(x) = 0 at all points of continuity of ¢. Thus, ¢p(x) # 0 for at most
countably many values of x.

For proofs of Lemmas 1-3, see [2, p. 222], [2, p. 233], and [3, p. 111].

Lemma 4 Suppose z1 < 22 < -+ < zp and y1 < yo < -+ < y,. Let
{l1,0a,...0,} be a permutation of {1,2,...,n} and define

S(£1;£2;"')£"):Z|xi_yei' (]‘3)
=1

Then

n

Sl by, ln) > S(1,2,. ) = > | — wil (14)

=1

PROOF The proof is by induction. Let P, be the stated proposition. Pj is
trivial. Suppose that n > 1 and P, _; is true. If £,, = n then P,_; implies P,.
If /,, = s < n then choose r so that £, = n, and define

¢; ifi#randi#n,
’ ip
l;=¢s ifi=r,

n ifi=n.

Then
8(61,62,...,671)—8( /15 é,,,.,é;):a(xn)—a(%ﬂ), (15)
where
Ys — Yn, T < Ys,
o@) =z —ys| =z =yl = {22 —ys —Un, Ys <= < Yn,

Yn — Ys, T > Yn.
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Since ¢ nondecreasing, (15) implies that
Sy, lay ... ly) > S, sy .. 0.
Since ¢}, =n, P,_1 implies that
Sty by, -0 6,) 2 51,2, ).
Therefore (15) implies (14), which completes the induction.

4 Proof of Theorem 1

Obviously, (9) implies (7). To see that (8) implies (9), suppose that F' € Cla, b]
and € > 0. By the Weierstrass approximation theorem, there is a polynomial P
such that

|F(z)— P(x)| <€/2 for a <z <b.

By the triangle inequality,
(F(tin) = F(oin)| < [F(tin) — P(tin)| + |P(tin) — Pvin)]
+1P (i) ~ Flom) (16)
< |P(uin) — P(vin)| + €.
Let M = max,<z<p |P'(z)|. By the mean value theorem,
This and (16) imply that

1 M
2 2 ) = Fom)] < e 25 3 im0

i=1
From this and (8),

n—oo

1 n
im sup - ; | F(win) (vin)] < €

Since € is arbitrary, this implies (9).

To complete the proof, we must show that (7) implies (8). The proof is by
contradiction. If (8) is false, there is an eyp > 0 and an increasing sequence
{€i}72, of positive integers such that

L

1

E E |’U,1'g,c — 'Uifk| Z €0, k Z 1. (17)
i=1

However, we will show that if (7) holds, then any increasing infinite sequence
{€i}72, of positive integers has a a subsequence {ny}3>; such that

ng

1
lim — Z |ting, — Ving| =0, (18)

k—oco Ny “
1=1
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which contradicts (17).
If S is a set, let card(S) be the cardinality of S. For a <z <b, let

vp(x;U) = card({# | uin < z}) and vy (z; V) = card({i | vin < x}).
Define

vn(z;U)/n, a<x<b,
pula; 0) = { O e = (19)
1, r =0,
and
Un(z; V) /n, a<x<b,
pular; V) = { V) _ (20)
1, r=b.
Then . ,
L5 Flug) = / F(2) dpn(2:U) for all F e Cla,b] (21)
n =1 a
and . ,
1 > Fuin) = / F(z)dpn(z; V) for all F e Cla,b] (22)
n
=1 a
2, p. 231). If
then (7), (21), and (22) imply that
b
lim F(z)dgn(x) =0 for all F € C|a,b]. (23)

—
n o0 a

Since
|¢n(2)] <1, a<az<b, and V2(¢,) <2, n>1,

Lemma 1 implies that every sequence {{;}22; of positive integers has a subse-
quence {ny}72, such that

lim ¢y, (¢) = é(z) for a <z <b,

k—o00

where ¢ is of bounded variation on [a, b]. From (23) and Lemma 2,
b
/ F(z)d¢(x) =0 forall F € C|a,b].
This and Lemma 3 imply that ¢(z) = 0 for all but countably many values of .

Since limg_ o0 ¢n, () = 0 for all but countably many values of z, (19) and
(20) imply that

lim Vﬂk(xa U) — I/nk(:E,V)

k—o0 Nk

=0

for all but countably many values of x. Therefore, given € > 0, we can choose
To, L1, -« -, Ty SO that

a=x9<x1 << Ty =D,
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zj—xj_1<e for 1<j5<m,

and
lim 2@ 0) ~ v (@, V) _
k—oo Nk
Let
I =[xj_1,x;) for 1<j<m—1, and Iy = [Tm_1,Tm],
and denote
Ujr = card{i | Uin,, € Ij}, Vik = Card{i | Vin, € Ij}-
Since
Vﬂk(xl;U)a ]:1,
Ujk: Vﬂk(xj;U)_Vnk(xjfl;U)a 2§j§m_1,
nk_yﬂk(xmfl;U)a Jj=m,
and
Vﬂk(xl;v)a ]:1,
ij: Vnk(fbj;V)—I/nk(:pj,l;V), 2§j§m_1,
nk_yﬂk(xmfl;v)a Jj=m,
(25) implies that
lim M:O for 1<j57<m.
k—o00 Nk
Since U v - .
min(Uyp, Vo) = D2V U = Vel
and

m m
> U= Vik=nu,
j=1 j=1

it follows that

m

Z min(Ujk, ij) =Nk — Tk,
j=1
where
1 m
Tk::§§:|UM‘—VﬂL
Jj=1
From (26),
lim 5 =0
k—o0 N

From (24) and (27), there is a permutation 73 of {1,...,n;} such that

|uink - ’U‘rk(i),nk| <e
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for at least ny — rp values of 4; hence

Nk
Z [Uiny, = Vry (i) | < 1g€ +75(b — a).
i=1

Now Lemma 4 implies that

ng
Z [tWing, — Ving| < nge+rElb —al.
i=1
Hence, from (28),
1 &
lim sup — Z [Uin, — Vin,| < €.
k—oo TNk i—1

Since € is arbitrary, this implies (18), which completes the proof.

Acknowledgments. I thank Professor Paolo Tilli for a suggestion that en-
abled me to complete the proof of Theorem 1 in my earlier papers [4, 5].

Lemma 4 and its proof are similar to a well known result [6, p. 108] applicable
in the case where (13) is replaced by

n

8(615625 .. aén) = Z(x’b - yei)2'

=1

I thank a referee for pointing out that the present version of Lemma 4 shortens
my previous proofs of Theorem 1. I also thank the referee for a remark that
motivated the last paragraph of Section 2.
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