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1. Introduction

We consider the scalar functional equation
(1.1) ym =F;y) (n=2)

as a perturbation of x(™=0. Our main theorem requires no specific assumptions
on the form of the functional F, except that for each ¢ in some interval [¢,, o)
and y in a suitably restricted family of n— 1 times differentiable functions, F(t; y)
is determined by the values of y,..., y(*~1 at one or more (possibly infinitely
many) points in some interval [a, c0). Consequently, it is sufficiently general
to be applicable to ordinary differential equations, equations with deviating
arguments, and integro-differential equations.

Our objective is to use the Schauder-Tychonoff theorem to establish sufficient
conditions for (1.1) to have a solution y, on some interval [#,, c0) such that

(1.2) y&@ = po(t) + o(tm), 0<r<n-—1,
where p is a given polynomial and m is an integer, with
(1.3) O0<m<degp<n-—1.

Neither this problem nor the application of the Schauder-Tychonoff theorem to
it is new; nevertheless, we believe that our method of applying the theorem has
some advantages over the standard approach, in which the integrability conditions
imposed on F virtually always imply that there are constants a and M and a positive
function W such that

(1.4) r = W ()t < o0
and
(1.5) [F(t; v < W()

whenever y is in the family
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(1.6) Y= {yeCt"[a, w0)||y"(1)—p ()| <Mt™r, 0<r<n—1, t>a}.

Assumptions like this preclude the possibility of exploiting oscillatory
properties of the functions h in the family

H = {h|h(t)=F(t; ), ye Y}.

To put it another way, (1.4) and (1.5) require that integrals of the form

(1.7) f‘” sm=1|F(s; y)lds, yeY,
t

converge to zero uniformly with respect to y as t—oo. Our integrability
assumptions on F are stated in terms of ordinary (rather than absolute) con-
vergence, and require only that the quantitites

, YE€ES,

(1.8) | f j° s"=m=1F(s; p)ds

converge to zero uniformly (with respect to y) sufficiently rapidly as t— co, where
S is a suitably restricted subfamily of Y as defined in (1.6); thus, we integrate first
and then take absolute values. This enables us to obtain results in situations
where the integrals in (1.8) may converge only conditionally, and to make good
use of their rate of convergence (which is in general faster than that of (1.7), even
if the latter converge), so as to advantageously restrict the family of functions to
which the fixed point theorem is to be applied, and to obtain better estimates of
the errors y§’ —p™ (0<r<n—1) as t— 0.

We have presented our main result (Theorem 1) in such a way that it can
replace the Schauder-Tychonoff theorem in specific applications. To apply
Theorem 1, it is only necessary to show that the functional F in (1.1) satisfies
three assumptions, two of which are trivially verifiable in most situations. One
can then infer from Theorem 1 that (1.1) has a solution with the required asymp-
totic properties, without explicitly converting (1.1) into a suitable integral equation
and verifying that the associated transformation satisfies the hypotheses of the
fixed point theorem. Since the forms of the functional perturbations of interest
vary greatly and can be quite complicated (for a very incomplete list of examples,
see [3,4,5,7,8, 10, 14]), this would appear to be a useful feature. It is to
be hoped that an analog of Theorem 1 can be developed for perturbations of the
general disconjugate equation

iod 1 1 d x
Pn dt p,_, P dt po

=0,

which has recently attracted considerable interest; see, e¢.g. [1, 2, 6, 9, 11, 12, 15,
16, 17, 18] (again, a very incomplete list).
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2. Preliminary considerations

We use “O”’ and “0”’ in the standard way to indicate behavior as t— co.
Whenever we write an improper integral in stating hypotheses, we are assuming
that it converges, and the convergence may be conditional, except where the
integrand is obviously nonnegative.

The following standing assumption applies throughout the paper.

Assumption A. Let p be a given polynomial and m a given integer satisfying
(1.3). Let O<ac<t,, and denote

(2.1)

to if a<s<t<t,,
i=
tif t>t,.

Suppose that ¢ is continuous, positive, and nonincreasing on [0, o), and, if m>1,
define

2.2) 30 =1 [ gude, 120 (GO=4(0).
V]

We obtain our results by applying the Schauder-Tychonoff theorem to the
transformation 7, defined by

(2.3) (Za))(0) = p(t) — L,(t; F( 5 y)),

where L, is given by the following essentially standard definition, slightly
complicated by the requirement that it be applicable to the case where the value
of F(t; y) may depend on values y(1) with t<t.

Definition 1. Suppose that u € C[t,, o) and the integral
fw stm=1y(s)ds
converges. Let

J-joi(%;_s—)ln)_'—l— u(s)ds ifm=0,

t ([_T)m—l 0 (‘C‘—S)"_m_l
=D F ), =m=

24) L,(t;u) =
u(s)ds if 1 <m<n-—1.

Dirichlet’s test implies that the improper integral in (2.4) converges. It is
easily verified that L,( ; u)e C(""D[a, o), and that
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t (Z—T)m_'—l dT © (T_S)n—m—l

o (m—r—1)1 fm“(s)dS,OSrgm—l,

2.5 Lyt u)=

ff%u(s)ds,mgré n— 1.

Moreover,
—u(t), t=>t,

(2:6) 1Mmm=|

0, a<t<t,,

with the appropriate one-sided interpretations at t=t,. From this and (2.3),
we see that if F( ; y) is continuous on [¢,, o) and

Jm stm=1F(s; y)ds

converges, then

F(t; y), t>1,,
(2.7) (Ta))(1) = [

, a<t<t,,

so that a fixed point (function) y, of 7,, is a solution of (1.1) on [¢,, o0).
Although we do not emphasize it below, it is also clear that

(T 0)(a) = p"(a), 0<r<m-—1,

and that 7,,y is a polynomial of degree <n—1 on [a, t,) if a<t,.
The following elementary (but nontrivial) lemma is crucial to our approach.
Special cases of this lemma have appeared in [20] and [21].

Lemma 1. With u as in Definition 1, suppose that

(2.8) sup

=t

[Tsrmuas| < w12 1,

T

where Y is nonincreasing and positive on [ty, o). If a<t, in Assumption A,
extend  over [a, t,) by defining

(2.9) Y(t) = Y(ty), a <t<t,.

Let

1
(n—m—-1)!m—-r—1)!"

1
Kemn =¢ (n=m—1)1 "

2
(n—r—1)! -

0<r<m-—-1,

r=m,

m+1<r<n-1.
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Then
(2.10) L&t w)| < Ky (D™, m<r<n-—1, t>a.
Now assume that

(2.11) Y(t) = 0(o(1)),

with ¢ as in Assumption A, and define

(2.12) ¥1(0) = sup %

Then, if m>1,

(2.13) ILv,ﬁ,')(t; W) < kil 1 (t)PO"T, 0<r<m-—1, t>a.
If

(2.14) Y(1) = o(¢(1)),

then

(2.15) Lt u) = o(p(D)tm™), m<r<n-—1;

moreover, if m>1 and

(2.16) f " d(s)ds = oo

in addition to (2.14), then
(2.17) L&t u) = o(p(Htm™), 0<r<m— 1.

Before proving this lemma, we make some observations concerning ¢ and Q.
First, it is easily verified that ¢(t)>¢(1), ¢'(1)<0, and

(2.18) lim@(t) =0 if lima(r) = 0.

{0

Second, the assumption (2.16), which is needed to prove (2.17) if m>1, is quite
natural, since it is easy to show by integrating by parts that if (2.8) and (2.11)
hold for a nonincreasing function ¢ such that

(2.19) f ” d(s)ds < oo,

then va sn~my(s)ds converges. In our application of this lemma, this would

mean that we could work with the transformation .7, rather than 7,. A

m—1



166 W. F. TRENCH

fixed point of the former would be a better solution to our problem, since it
would have the asymptotic behavior

y(()r)(t) — p(r)(t) + O(tm_"_l), 0<r<n-—-1.

(Compare this with (1.2).)

Finally, we observe that it is easy to show that ¢(2) < K¢(t) (¢>0) for some
constant K if 17¢(t) is eventually nondecreasing for some y<1. On the other
hand, lim,_,, @(t)/¢(1)= oo if t7¢(t) is eventually nonincreasing for some y>1.
Although (2.16) precludes this for y>1, it does not preclude the possibiity
that ¢(f)~ K/t for some K #0, in which case (1) ~ K(log 1)/t.

Proof of Lemma 1. The proof of (2.10) is similar to the proof of Lemma 1
of [23], but we include it here for the reader’s convenience. Let

U(r) = f rmty(s)ds, > 1,
t

and note that
(2.20) [UD < (1), t=t,,

because of (2.8). Writing

(t—s)"lu(s) = — <f— - l)n_r_1 smrU'(s),

N

integrating by parts, and applying (2.20) yields the inequality

ey |7 a=srrusds| <w@f (1= L) i

© d 1 n—r—1 —r
'*"ff zs‘(?‘l) s

()

if s>17 (cf. (2.1)) and m<r<n—1, (2.21) and our conventions (2.1) and (2.9)
imply that

ds], m<r<n-1.

Since

n—r—1
<(r—m) smr-14gmor -% <1 - —:t;)

U‘w (t—s)”""‘u(s)dsl <, mAl<r<n—1, t>a,
t

and that

(2.22) | f °° (t—sy=m=tu(s)ds| <y(r), t> a.
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These inequalities and (2.5) imply (2.10). Obviously, (2.10) and (2.14) imply
(2.15), which completes the proof if m=0.
If 0<r<m-1, then (2.5) and (2.22) imply that

2.23)  |LO(t; )] < ko f (=t ig(o)dt < k,,,.ntm-'-lf W(dt, > a,

since a>0. It is straightforward to verify that this, (2.2), (2.9), and (2.12) imply
(2.13). To see that (2.14) and (2.16) imply (2.17), we rewrite (2.23) as

1L (15 01 < ket | [ W@z + [ wyae ],

where t,<t,<t. This, (2.2), and (2.12) imply that

@24) LD 0] < ket | [ W@+ 10060 |
From (2.2) and (2.16),

lim td(f) = oo;

t—

therefore, (2.24) implies that

(2.25) Hm (D)= LE(E; )] < Kpmath 1 (8) -

Since t; is arbitrary and (2.14) implies that lim, . ¥,(¢,)=0, (2.25) implies
(2.17). This completes the proof of Lemma 1.

3. The main theorem

If {y;} is a sequence of functions in C"~V[a, c0), we will say that {y;}
converges to y, and write y;—y, if

. n—1

Hm[ sup 3 |yP()—y@ (0] =0
Jj—wo a<t<T r=0

for every T>a. With this topology, C*~U[a, o0) is a Fréchet (complete linear

metric) space. If M >0, the subset S of C(*~D[qa, o) consisting of functions y

such that

Mkrmné(t)tm—r; 0<r<m-1,

B.1) Y@ —-p™(D)] < t>a
Mkrmn¢(t)tm_r’ m<r S n — 15

(where p is the given polynomial in (1.2)), is a closed convex subset of C(*~1[a, o).
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In the following theorem we impose what we believe to be comparatively
mild conditions on F which will imply that (a) 7, is defined on S and 7,(S)<S;
(b) Tyi—= Ty if yi—y (ie., 7, is continuous); and (¢) Z,(S) has compact
closure. The Schauder-Tychonoff theorem will then imply that Z,,y,=y, for
some y, in S.

Theorem 1. Suppose that Assumption A holds and there is a constant M >0
such that F( ; y)e C[t,y, o0) whenever y is in the subset S of C(*~V[a, o) defined
by (3.1), and that the following conditions are satisfied:

(i) The family {F( ; y)|y €S} is uniformly bounded on each finite sub-
interval of [t,, 0).

(ii) If {y;} is a sequence in S such that y;—y, then

3.2) lim F(t; y;) = F(t; y) (pointwise), t>t,.
Jjoo

(iii) The integral

(3.3) f * sn-m=1F(s; y)ds

t

converges for every y in S, and there is a continuous, nonincreasing function
p defined on [a, ) such that '

(3.4) lim p(f) = O,

(35) P(t) = p(tO)’ a<st< t()a

and

(3.6) | f s (s y)ds | <p() < M), t>a, yes.

Then there is a function y, which is defined on[a, o) and satisfies (1.1) on
[to, o0), such that
Kema@t™™7, 0< T <m — 1,
G PO-pPOl < t> a,
krmnp(t)tm_r’ m<r<n-1,

where
A 1 {*
b =+ | p(s)ds.

Proof. By applying Lemma 1 with u=F( ; y) and ¢ =y =p, we infer from
the first equality in (3.6) that
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krmnﬁ(t)tm—rs O0<r<m-— 1,
(B8 LY@ F( 5 ) < t>a.
Kpnp(Ot™™", m<r<n-—1,

This, (2.3), and the second inequality in (3.6) imply that 7, yeS (cf. (3.1));
therefore,

(3.9 T.(S) < S.

Now suppose that {y;} is a sequence in S such that y;—»y. If ¢>0, choose

T>t, such that p(T)<e/4. (This is possible because of (3.4).) Then (3.6)
implies that

(3.10) | [ srmmttPGss v — Fess s < £, e
t

for all j. With T now fixed, choose j, so that

) |
3.1 [R5y )= Fss plds < £, = o,

which is possible because of assumptions (i) and (ii) and the bounded convergence
theorem. Now (3.10) and (3.11) imply that

U s THE(ss yp) — F(s; )1ds | <6, 1>y, j 2o,
t
and therefore Lemma 1 with u=F( ; y,)—F( ; y) and ¢ =y =¢ implies that

|(,7myj)(")(t)—(me)(')(t)l < 'Skrmntm_r> O <r<n-— la t = a.

(See (2.3).) This implies that 7,,y,—7,y; hence, 7, is continuous.
From (3.9) and the definition (3.1) of S, the family of vector-valued functions

(3.12) {[(Tm)), (Ty)'s s (Ty) "~ V]| y € S}

is uniformly bounded on every finite subinterval of [a, c©), and the first n—1
components are also equicontinous on these intervals. Because of (2.7) and
assumption (i), the nth components of the functions in (3.12) are also equi-
continuous on finite subintervals of [a, c0). Hence, Arzela’s theorem implies
that 7,,(S) has compact closure.

We have now verified that 7, satisfies the hypotheses of the Schauder-
Tychonoff theorem on S, and therefore some y, in S is left fixed by .7,,; i.e.,

(3.13) Yo(t) = p(t) — L,(t; F( ; yg))

(cf. (2.3)). From this and (2.6) with u=F( ; y,), y, satisfies (1.1) on (t,, o).
Since (3.8) must hold with y=y,, (3.13) implies (3.7).
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Remark 1. Since (3.4) implies that p(t)=o(1), it is easy to see that (3. 7)
implies (1.2); however, (3.7) is in general sharper than (1.2).

To apply Theorem 1 to a specific problem we must have a way to choose
the integer m and the function ¢. Although we cannot specify a method for
doing this which is guaranteed to be optimal in all situations, the following
procedure seems reasonable, and has been successfully applied in [13, 19, 20, 21,
22, 23]:

(a) Let m be the smallest nonnegative integer such that the integral

(3.14) E(t) = fm s"=m=1F(s; p)ds

converges. (Notice that the function h(t)=F(t; p) is the functional evaluated
along the “target’” polynomial.) Of course, if there is no such integer, then
Theorem 1 does not apply.

(b) Let y(t)=sup,>, |E(t)|. Ttis clear that we must choose ¢ so that y(f)=
O(¢(t)). While it may seem reasonable to simply let y=¢, this is usually
inconvenient, since one usually has only an estimate for . In the applications
to ordinary differential equations in [19, 20, 21, 22, 23], the author has chosen
i to be of the same order of magnitude as ¢; i.e., lim,_, , Y(?)/¢(t)=L(0<L < 00).
Clearly we cannot have ¢(1)=o0((t)); however, in some applications to functional
equations (e.g., see Theorem 2, below) or perhaps to more complicated nonlinear
ordinary differential equations, it may be desirable or necessary that y(t) = o(¢(?)).
In any case, the choice ¢ =1 (which is used in virtually all of the standard liter-
ature) is probably the least desirable, since it ignores information on the rate of
convergence of (3.14), which is available in any specific problem. There are
many examples in [13, 19, 20, 21, 22, 23] in which the hypotheses of Theorem 1
(particularly the integrability conditions in (iii)) do not hold with ¢=1, but do
hold with some ¢(t)=0(1). The reason for this is that ¢ enters into the proof
of Theorem 1 in a nontrivial way, since, once M is chosen, ¢ determines the set
S on which .7,, must satisfy the hypotheses of the Schauder-Tychonoff theorem.

For a related discussion of this question, see Remark 2 of [24], which deals
with functional perturbations of the second order equation

(r()x") + q(t)x = 0.

4. Applications of the main theorem

The author has applied the idea which led to the formulation of Theorem 1
to ordinary differential equations; e.g., see [19, 21, 23] for linear perturbations
of x(™ =0, and [20, 22] for nonlinear perturbations. Kusano and Trench [13]
have obtained a global existence theorem for a nonlinear equation by a similar
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approach. More specific restrictions were placed on ¢ in these papers, and,
except in [13], the Banach contraction principle was used rather than the Schauder-
Tychonoff theorem; nevertheless, the essential ideas in all these cases are the
same as those presented here, and the results of those papers can be obtained
from Theorem 1. This would seem to establish that Theorem 1 has nontrivial
applications to ordinary differential equations; therefore, for considerations
of length, we will confine our attention here to some simple applications of
Theorem 1 to functional equations. We believe that these results are new.

Throughout this section all quantities are assumed to be real. For notational
convenience, we define

$, 0<r<m-—1,

4.1) Pem =

¢, m<r<n-1,

where ¢ and m are as in Assumption A and @ is as in (2.2).
We first consider the linear functional equation

4.2) ym() = P()y(9(D)) .

Theorem 2. Suppose that P and g’ are continuous and g’ >0 on [a,, o)
for some ay,>0, with

“4.3) lim g(t) = g(o0) > 0.

Suppose also that the integral
[ srm1ps) g1

converges (perhaps conditionally), where ¢ and m are integers such that

(4.4 0<m<ié<n~1,
and define
(4.5) B = [ sm1Ps) g(o))ds,

W(®) = sup I,

and
(4.6) o) = f * sn=m=1P(s)ds.

Let ¢ be as in Assumption A, and suppose that either (i) m< ¢; or (ii) m=¢ and
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4.7) }—@l«:(qﬁ(t))'1 ﬁo 19()|91.(9()) (9(s))* 719" (s)ds = o0 < 1/Kipyy -

Then (4.2) has a solution y, with the asymptotic behavior
(4.8) o)=Y = O(P(Dt™™"), 0<r<n-—1,

provided that either

4.9) g(oo) = oo and Y(t) = O(¢(1))
or
(4.10) Y(1) = o(¢(1)

(even if g(o0) < 00).

Proof. We first observe that Q=E if ¢=0; if ¢£>0, integration by parts
as in the proof of Abel’s convergence theorem shows that Q is defined and satisfies
the inequality

(4.11) 19D < 24(1) (g())~*.
Now suppose that g(t,)>0 (recall (4.3)), and choose a so that
0 < a < min [¢t,, g(t,)].
Here the set S of Theorem 1 consists of those function y in C*~U[a, oo) such that
(4.12) ()=t < Mk, pubrm(D)t™ ", 0<r<n-—1, t>a
(cf. (3.1) and (4.1)), and
(4.13) F(t; y) = P(D)y(g(1) ;

therefore, assumptions (i) and (ii) are obviously satisfied for any choice of M.
We will now show that it is possible to satisfy (3.6) with a suitably chosen p by
choosing M sufficiently large, provided that the function

(4.14)
0(t) = 2KkomV(D)Pom(g(D) (@)™ + kimn fjo 1Q(s)| P 1m(g(s)) (g(s))"~1g’(s)ds

is defined and satisfies the inequality
(4.15) o() < 0(1), t =1,

for some 6<1. We will then show that our hypotheses imply the latter for ¢,
sufficiently large, and the remainder of the proof will be easy.
For convenience, denote
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(4.16) z(t) = y(t) — 1.
Then, from (4.5) and (4.13),

(4.17) fw "3 y) = E() + lim J7(t3 ),
t — 00

where
T T
It ) = [T s P6)2ge)ds = - [ Q)2gNds (. (46)

T T
= - 00:266) || + [ 099 s,

Now routine estimates based on (4.11), (4.12), and (4.16) show that the integral
on the left of (4.17) converges and satisfies the first inequality in (3.6) if y € S, with

(4.18) p(®) = Y(t) + Mo(1), t= 1o,

and p(t) as defined in (3.5) for a <t<t,. Since Y(t)=0(4(1)), there is a constant
K such that y(t) < K¢(t) for t >a; thus, (4.18) implies that

(4.19) p() < Ko(t) + Mao(), t>1t,.

Now let us consider 6. We first observe that the first term on the right
of (4.14) is o(¢(1)). This is obvious if (4.10) holds, which is in turn obvious if
lim,, , ¢()>0. On the other hand, if lim,_  ¢(t)=0, then lim,, ¢, (1)=0
(recall (2.18) and (4.1)), and then (4.9) implies this statement. From (4.11), the
integral on the right of (4.14) is o(¢(t)) if m<£. Therefore, we can conclude in
any of the cases considered that there is a t,, satisfying (4.15), where 6 is any number
in (0, 1) if (i) applies, or in (aky,,, 1) if (ii) applies (cf. (4.7)). With t, chosen in
this way, we see from (4.19) that we need only choose M > K/(1 —6) to satisfy the
second inequality in (3.6).

We have now verified that the hypotheses of Theorem 1 hold if t, and M
are suitably chosen; hence, (4.2) has a solution which satisfies (3.7) with p(f)=12.
Since p(t)=O0(¢(t)), this implies (4.8) and completes the proof.

Remark 2. 1If (4.10) holds, then it is easily seen from (4.14) that o(f)=
o(¢(1)) if m< ¢, and the same conclusion follows if m=2¢, provided that a=0
in (4.7). Therefore, p(t)=o0(p(1)) in these cases (cf. (4.18) and the closing para-
graph of Lemma 1 implies that “O’’ can be replaced by “o0”’ in (4.8) for m<r<
n—1, and also for 0<r<m-—1 if m>1 and (2.16) holds.

Remark 3. In Theorem 2 we exploited the inequalities (4.12) for r=0 and
r=1only. Ifn>2, wecould exploit the rest (2<r<n—1) by repeated integration
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by parts; however, the deviating argument makes this cumbersome. If g(t)=¢,
then repeated integration by parts leads to better results than we have obtained
here for linear equations (e.g., [21]), and for certain nonlinear equations (e.g.,

[20D).

Now we consider the integro-differential equation

(4.20) Y () = f(1) +f'_ Ww(t, ty Y(U),...y Y~ D())du.

Theorem 3. Suppose that t>0 and w is continuous and satisfies the
Lipschitz condition

n—1
(421) |W(t, U, Yos---s yn-—l)—w(ta u, .)70?"" yn—l)l < 22:0 Q,,(t, u) Iyr—jjr'
on [t, ©)x[0, c0)x R", where Q,,..., Q,_, are positive and continuous on

[t, ©0)x [0, o©0). Let f be continuous on [1, ®©) and, with p as in (1.3), suppose
that the integral

422)  E() =j‘:°s,.—m-1 [ f(s)+ f WS, Uy Py PO (W) du]ds

converges, and that

(4.23) E(t) = O(¢(1)),
and that the function
(4.24) o) =S o [ 57t [ 05, Wl

is defined and satisfies the inequality
(4.25) lim (¢(1)) " 'o(t) = 0 < 1.
t— 0

Then (4.20) has a solution y, which is defined for t sufficiently large and has
the asymptotic behavior

¥y — pA(t) = O(P(Dt™™"), 0<r<n-—1

Proof. Suppose that t,>tand M >0, and let a=t,—1. Let S be as defined
by (3.1) (and recall (4.1)). For convenience, define

W(t, u; y) = w(t, u, y(u),..., y""(u))
and

(4.26) 2O =8, ks || 01, ) u)um~rd,
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and let F(¢; y) denote the right side of (4.20). Then

4.27) F(t; ) = F@ p) + || IWG, s 9)— W, u; p)ldu,
t—1
and therefore (3.1), (4.21), and (4.26) imply that

[F(t; )| < |F(t; p)l + MA(t), t>1t, yeS.

This implies Assumption (i) of Theorem 1.
Now suppose that {y;} is a sequence in S such that y,—»y. From (4.27),

F(ts y) = Fts ) = |1 WG w5 y)— WG, w5 y)du.

For fixed ¢, the integrand on the right approaches zero on [t—1, t] as j—o oo,
and

W, w3 3) = WCt, 3 )] < 2M'S, KnyQu(t, W)™

Therefore, the bounded convergence theorem implies (3.2), which verifies
assumption (ii) of Theorem 1.
From (4.22) and (4.27),

f * gn-m=1E(s: y)ds = E(t) + fw snm=1s f *IWGs, u; y)—W(s, u; p)ldu,
t t K it 4

which, because of (3.1), (4.21), and the assumed existence of ¢ in (4.24), implies
that the integrals (3.3) converge, and that

’f snm=1F(s; y)ds‘ <|E(t)| + Mo(t), t>1t,, yeS.
t

We now invoke (4.25); choose 0, and t,>7 such that 6<0, <1 and
o(t) < 0,4(1), t>1,.

Let A=sup,.,, |E(t)|/¢(t); then A <o, from (4.23). Now choose M >A/(1-6,).
Then (3.6) holds, with p(t)=|E(t)| + Ma(t) (t=t,). Hence, Theorem 1 implies the
stated conclusion, and the proof is complete.

We close with a global existence theorem for the integro-differential equation

(4.28) Y (1) = f K(t, w)(yw)ydu, > 1.

Theorem 4. Let y be an arbitrary real number, except that y#1. Suppose
that K=K(t, u) is continuous for 1 <u<t<oo and
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(4.29) H(®) =J‘°o snm=1ds fs K(s, wyutrdu = O(¢(1)),
t 1
where m and ¢ are integers as in (4.4) and lim,_, , ¢(£)=0. Suppose further that

4.30)  o(t) = r’ sn-m-1ds fl IK(s, u)| o (w)um -D2du = O((1)).

Finally, let ¢ be a positive constant. Then (4.28) has a solution y, which is
defined on [1, o) and has the asymptotic behavior

(Yo —ct*) D = O(p,m(t)t™ "), 0<r<n-—1,
provided that c is sufficiently small if y>1, or sufficiently large if y<1.

Proof. We apply Theorem 1 with a=t,=1, p(t)=ct?, and
(4.31) M = ac,

where « is a constant such that

(4.32) oKk omnPom(1) = 0 < 1.

This implies that if y is in the subset S of Theorem 1, then
(4.33) () —ctt] < cokopmPom(Dt™ < O, t > 1,

where the second inequality holds because of (4.4), (4.32), and the monotonicity
of ¢o,,- However, if £ is a number such that

, |E—ctt] < Oct?,
with 0<f< 1, then

0.< &t < (10 ety Y,

where the *“+” applies if y> 1, the “—"’ if y<1. Therefore, (4.33) and the mean
value theorem imply that

(4.34) (D) —(ct))’] < Nc¥on()em*0~DE, 1> 1, yeS.

for a suitable constant N (independent of y and c¢).
Now let F(t; y) denote the right hand side of (4.28). Then

(4.35) F(t; y) = ¢ I; K(t, wu'rdu + Jt K(t, u) [(y(u))’ —(cu*)"]du;
hence, from (4.34),

|F(t; y)| < c?

I' K(t, u)ur® dul + crA(f),
1
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where
(336 30y = N [ IK(t, wlonuumro-Didu
1

This implies Assumption (i) of Theorem 1.
Now suppose that {y;} is a sequence in S and y;—y; then

IF(t5 )= F(ts )| < 1K )] 0, ) — ()l du,

and the bounded convergence theorem implies (3.2), which verifies assumption
(ii) of Theorem 1.

Finally, multiplying (4.35) by s" ™1  integrating, and applying routine
estimates based on (4.29), (4.30), and (4.34) yields the inequality

U' s (s; Y)ds| < CIHWI+No@], t>1, yeS.
t
From this and the second equalities in (4.29) and (4.30),
U‘w st m1E(s; y)ds] < Ac'd(t), t>1, yeS,
] v

for some constant 4. Therefore, because of (4.31), (3.6) holds with p=Ac?¢ if
Ac’"'<a. The remainder of the proof is trivial.

It can be shown that the conclusion of Theorem 4 holds for y=1 (with ¢
arbitrary, of course), provided that (4.30) (with y=1) is strengthened to

@) [ srmrds [CIKG, wlgonundu < plkoms 12 1

where pu<1.
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